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FOREWORD

This Primer is an edited version of a set of notes produced for a CAMAC
course given at Los Alamos in January-February, 1982. The intention of this
Primer is to introduce CAMAC and to explain the basics of the system from a
user's and CAMAC plug-in designer's point of view. An attempt has been made
to pull together those aspects of CAMAC that are scattered amongst the various
standards, for example, LAMs.

The Primer is not intended as a replacement for the actual standards, and
those working with CAMAC should seriously consider obtaining copies of the
standards of interest. The IEEE recently has published a book of the seven
most used specifications, CAMAC Book 1982, see Table 1.la. Tables and figures
have been freely copied from the European copies of the standards, and I
acknowledge the agreement and the encouragement of ESONE and its secretary,

Dr. Horst Meyer, in this matter. I would like to acknowledge the help of Lou
Costrell of NBS in supplying a copy of Fig. 1.1.

CAMAC is a well-supported, reliable computer input/output (I/0) system
for data acquisition and control. I trust that this Primer will help users of
CAMAC gain a greater understanding of the system and how to use it.

As with any system, words and diagrams can only go so far. In the end,
one just has to use CAMAC to really understand it. This I encourage.

iv
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A CAMAC PRIMER

by

Peter Clout
ABSTRACT

CAMAC has been in use for experimental physics for 12
years or more and has recently been gaining acceptance in
other fields of research and industry. This tutorial covers
the basics of CAMAC, including the primary standard, the
parallel branch and the serial highway, auxiliary control-
lers in a CAMAC crate, and the software standards. Various
systems aspects of CAMAC are also covered: plug-in design,
CAMAC-computer coupler design, and Look-At-Me (LAM). This
tutorial is intended as a supplement to the various CAMAC
standards.

1. INTRODUCTION

1.1 History

In the '60s the complexity of high-energy physics and nuclear physics
experiments convinced people that data-acquisition systems would need to be a
bus structured rather than individual point-to-point connections. Figure 1.1
illustrates this problem as it appeared in 1963. The problem arose because the
number of point-to-point connections tended to increase with the square of the
complexity of the system; whereas, a bus system increased linearly with system
complexity and was usually more flexible. Many Laboratories then started to
develop and implement data-acquisition busses that all had the common feature
of being mutually incompatible! The European Standards On Nuclear Electronics
(ESONE) committee recognized this, and the need for a common system was agreed



Fig. 1.1.
Lawrence Berkeley Laboratory data acquisition in 1963.

upon between the Laboratories. Between 1966 and 1969, the system (CAMAC) was
defined, and the basic standard (EUR 4100) was published. This was endorsed
by the National Instrumentation Method (NIM) committee in the US early in 1970.
CAMAC was a name chosen to be palindromic, with no meaning attached. Later it
acquired the phrase Computer Automated Measurement and Control. Subsequent to
the first standard, many other standards and recommended practices have been
published (Table 1.7a) as well as a large literature of application papers
cited in the CAMAC bibliography, currently 1800 papers. (For an availability
list see Table 1.1b.) In addition, the CAMAC product guide lists some 60
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Table 1.1a

CAMAC SPECIFICATIONS AND SUPPLEMENTARY INFORMATION

Pubtications by the
Commission of the European
Communities and the ESONE

Corresponding Documents of Publications by Other Bodies

US Department
of Energy and US

Published by

Published by

Published by

Pescription Committee or ECA NIM Commnittee TEEE, ANSI IEC CMEA
A Modular Instrumentation EUR 4100e (1972)(English)d
System for Data Handling EUR 4100f (1972)(French)aa Ti1p-25875b ANSI/IEEE Std. 583cC IEC Publ). 482 4572-14 and
EUR 41007 (1972)(Italian) (1982) IEC Publ. 516 4573-74
Block Transfers in CAMAC EUR 4100 supp. TID-26616P ANSI/IEEE Std. 683C IEC PubY. 677
Systems (1976)
Organization of Multi-Crate EUR 4600e (English)@ ANSI/IEEE Std. 596¢
Systems (Parallel Branch EUR 4600f (French)aa TID-25876b (1982) IEC Publ. 552 in preparation
Highway) EUR 46001 ([talian)
Specifications of Amplitude
Analogue Signals within a EUR 5100e (1974) TID-26614 in preparation
50 @ System
Supplementary Information on  Supplement to Camac Part of ANSI/IEEE
CAMAC Instrumentation Bulletin Issue 6 TID-25877 Std. 583 and 596
System (1982)
CAMAC Serial Highway System ANSI/IEEE Std. §95€
and Serial Crate Controller EUR 6100ed (1982) 1EC Publ. 640 in preparation
Type L2
The Definition of IML
A Language for Use in ESONE/IML/01 TID-26615
CAMAC Systems
Real-Time Basic for CAMAC ESONE/RTB/03 ANSI/IEEE Std. 726¢ 45 (C0) 22
(1982)
Recommendations for CAMAC
Serial Highway Drivers and  ESONE/SD/02 DOE/EV-0006
LAM Graders for the SCC-L2
Multiple Controllers in a EUR 6500e@ DOE/EV-0007 ANSI/IEEE Std. 675¢€ 1EC Publ). 729
CAMAC Crate (1979)
Subroutines for CAMAC ESONE/SR/01 DOE/EV-0016 ANSI/IEEE Std. 758 IEC Pub}. M3
(1979)
Definitions of CAMAC Terms ESONE/GEN/01 IEC Pub). 678
used in ESONE Specifications
Revision of ESONE CAMAC ESONE/DOC/02 DOE/EV-0009d IEEE Std. 583ad 45 (SEC) 228
Documents
Compatible Extended Use of ESONE/COMPEX -
the CAMAC Dataway
CAMAC, Updated Specifica-
tions (including EUR 4100, EUR 8500¢
EUR 4600, EUR 6100, (1983)

EUR 6500, ESONE/GEN/01 and
supplementary information)

CAMAC Bibliography
CAMAC Bibliography
Recommendations for
Analogue Signals for CAMAC
Industria) Applications
Recommendations for the

Industrial Application
of CAMAC

ECA/GEN/OY (1979)

ECA/GEN/0Y suppl). (1981)

ECA/ISG 81/1 (1981)

ECA/ISG 8172 (1981)



Description

Publications by the
Commission of the European
Communities and the ESONE

Committee or ECA

Table 1.1a (Cont,)

OTHER DOCUMENTS

Corresponding Documents of Publications by Qther Bodies

US Department
of Energy and US
NIM Committee

Published by
TEEE, ANSI

Published by

1EC

Published by
CMEA

A Technique for the Assess-
ment of Communication
System for Process Control

Industrial Real-Time Basic

CAMAC Product Guide,
Hardware

CAMAC Book 1982

Language Definition of
CATY )

Language Definition of
CATY 2

EDISG/COM/01,
ECA (1979)

EWICS TC2 81-8, CEC,
06 III (1981)

ECA Publication (1981,
new issue in preparation)

EUR 8500 Vol. 1 & 2
Contains EUR 4100,

EUR 4600, EUR 6100,

EUR 6500, ESONA/RTB/03,
ESONE/SR/01, ESONE/IML/O1
EUR 4100/Supp., COMPEX

UKCA/CATY 1/01

(1977)

UKCA/CATY 2
(1979)

3pocuments to be used together with ESONE/DOC/2.
bNo longer available and superseded by ANSI/IEEE Std. publications.
CRevised issues of corresponding documents in the US.

drevisions for corresponding original documents in the US.

CAMAC Instrumentation and

Interface Standards, Wiley/
JEEE, 1982 ISBN 0-471-89737

Lib. Congress 8185060,

SH08482 IEEE Standards 583,

683, 596, 595, 726, 675, 758,

and the definition of CAMAC

terms. Al) documents have
been updated.



manufacturers in the CAMAC business in Europe. CAMAC is also manufactured in
the Soviet block, People's Republic of China, and Japan, as well as in the
US. Table 1.2 lists the major North American CAMAC manufacturers and Table
1.3 lists the major European manufacturers. Finally, CAMAC Associations as
user organizations have been established in recent years in the UK, in

Denmark, and in Poland.

Thus in the space of 12 years, CAMAC has grown from a single document,
with 1i1ttle hardware developed, to a considerable, if specialized, industry.
As can be seen in Table 1.1a, the specifications are adopted by most
continents; indeed, 48 countries with CAMAC were counted in 1976.

Table 1.2

NORTH AMERICAN CAMAC MANUFACTURERS

AEON Systems, Inc.
1704 Moon NE
Albuquerque, NM 87112
(505) 298-0942

Bira Systems Inc.

2404 Comanche NE
Albuquerque, NM 87107
(505) 881-8887

Data Design Corporation
P. 0. Box 611

Olney, MD 20832

(301) 774-5099

Data-Sud Systems/USA Inc.
5025 South Ash, Suite B-5
Tempe, AZ 85282

(602) 345-0940

DSP Technology Inc.
48500 Kato Road
Fremont, CA 94538
(415) 675-7555

GEC Canada Ltd

5112 Timbolea Blvd
Mississauga

Ontario, Canada L4W 255
(416) 624-8300

Interface Standards

45845-A Warm Springs Blvd.

Fremont, CA 94539
(415) 657-5100

Joerger Enterprises Inc.
166 Laurel Rd.

East Northport, NY 11731
(516) 757-6200

Jorway Corporation
27 Bond Street
Westbury, NY 11590
(516) 997-8120

Kinetic Systems Corporation
11 Maryknoll Drive
Lockport, IL 60441

(815) 838-0005

LeCroy Research Systems Corporation
700 South Main St.

Spring Valley, NY 10977

(914) 425-2000

Nova

1044 East La Cadena Drive, Suite 200
Riverside, CA 92501

(714) 781-7332

Phillips Scientific

13, Ackerman Ave.
Suffern, NY 10901-7197
(914) 357-9417



Table 1.3

MAJOR EUROPEAN CAMAC MANUFACTURERS

Borer Electronics AG
Postfach, 4501 Solothurn
Switzerland

065-311131

Camtec Electronics Ltd.
18, Melton Street
Lefcester LET 3NA
England

(0533) 537534

Creative Electronics Systems SA
70, Route du Pont-Butin

Case Postale 122

1213 Petit-Lancy !

Switzerland

(022) 925745

Data-Sud Systems, SA

Mini Parc-Los Lavandes, Bat. 8
Rue Croix Verte Prolongee
Zolad BP 1067

34007 Montpellier

France

Dornier System

Vertrieb Electronik, ABT VCE
Postfach 1360

7990 Friedrichshafn

West Germany

Enertec Schlumberger

Branche Instrumentation Nucleaire
1 Parc des Tanneries

67680 Lingolsheim

France

Hytec Electronics, Ltd
Ladbroke House

Woodley

Reading RG5 4DX UK
(0734) 697973

INCAA BV

Postbox 211
Amsfoortseweg 15
7313 AE Apeldoorn
Netherlands

(055) 55 12 62

Kinetics Systems

3 Chemin de Tavernay
1218 Geneva
Switzerland

(022) 984445

Laben

Via Bassini 15
20133 Milan
Italy

(02) 2366551

LeCroy SA

Rue Cardinal-Journet 27
1217 Meyrin 1
Switzerland

(022) 823355

Nuclear Enterprises Ltd
Bath Road, Beenham
Reading RG7 5PR, UK
(073 521) 2121

Polon Nuclear Equipment Establish.
00-086 Warsaw

Bielanska |

Poland

SEN Electronique
Case Postale 39
1211 Geneva 13
Switzerland
(022) 442340

Sension Scientific Ltd.

Denton Drive Industrial Estate
Northwich

Cheshire CW9 7LU, UK

(0606) 44321

Siemens AG

Bereich Mess-und Prozesstechnik
Postfach 21 1080

7500 Karlsruhe 21

West Germany

Kar1l Wehrmann AG
Spaldingstrasse 74
2000 Hamburg 1
West Germany

(040) 242475

Wenzel Elektronik
Schwedensteinstrasse 3
8000 Muenchen 82

West Germany



1.2 Why Use CAMAC?

Because

* CAMAC is a high-level hardware. That is, CAMAC is computer inde-
pendent and thus can be used somewhat 1ike high-level languages
such as Fortran, BASIC, etc.

* CAMAC means that system building and maintenance resources are
used effectively. This comes about because in choosing CAMAC
much of the system design already exists, and thus this effort is
saved. Maintenance resources are saved because, over several
independent systems, only one stock of spares 1is needed, and
engineers and technicians need be trained in only one system.

* CAMAC is modular. Thus systems can be built up and extended in
easily understood units.

» CAMAC is an international standard. This results in a stable
system over the coming years--very important for people investing
in systems that will have a long life.

* CAMAC reduces overall system costs, assuming that a professional
approach is used in building the system, and assuming that labor
costs are realistic.

» CAMAC facilitates graceful upgrades. Consider a power station
monitoring and control system. Power stations have a life of at
least 30 to 40 years, whereas the life of a computer is substan-
tially less. Using a computer independent input/output (I1/0)
system means that one can replace the computer without disturbing
the 1/0 system and vice versa. Because in the past, computer-
specific 1/0 systems have been used, the UK Central Electricity
Generating Board still has germanium transistors custom made so
that long-obsolete computers can be kept operational!

Having convinced ourselves of the need for CAMAC, now let us look at it in
detail. Figure 1.2 shows the relationships between the hardware standards of
CAMAC. From the foundation standard, EUR 4100/IEEE 583, springs two standards
for connecting CAMAC crates together in a system: EUR 4600/IEEE 596 for the
parallel branch and EUR 6100/IEEE 595 for the serial highway. This latter
standard has a document giving a recommended practice for driving a serial
highway: ESONE/SD/02 and DOE/EV-0006. Both highway systems can be extended to

7
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CAMAC
EUR 4100
IEEE 583

N

BLOCK
TRANSFERS _
EUR 4100 SUPP PARALLEL SERIAL
|EEE 683 HIGHWAY HIGHWAY
EUR 4600 EUR 6100
{EEE 596 JEEE 595
ANALOGUE \/ \\
SIGNALS MULTIPLE SERIAL
EUR 5100 CONTROLLERS DRIVER
TID 26614 EUR 6500 ESONE SD/02
IEEE 675 DOE EV 0006
Fig. 1.2.

The CAMAC hardware standards and their relationships.

have multiple controllers in a crate: EUR 6500/IEEE 675. Finally there are
standards for block transfers: EUR 4100 supp/IEEE 683 and analogue signals
EUR 5100/TID-26614.

2.  THE BASIC CAMAC STANDARD

2.1 What, Simply, is CAMAC?

CAMAC is a standard mechanism for connecting signals to a computer. In
principal anything can be connected by CAMAC, including standard computer peri-
pherals 1like disks, terminals, printers, etc. In practice it is mostly used
for connecting experiments and other equipment to data-acquisition and control
computers.

The basic standard (IEEE 583) defines a crate, dataway, and a plug-in.
The crate houses the modules and provides them with convenient power. The
dataway provides the means by which a controller, situated in the crate, is
able to transfer data and control information to and from the plug-ins in the
crate. With this standard, one can attach one or more crates of CAMAC plug-ins
to a computer. The nature of the controller is entirely up to the designer, so

8



Tong as it operates on the CAMAC data-
way according to the specification.
Figure 2.1 shows this in a highly
schematic form. Just as the
face between CAMAC and a computer is

inter-

largely left to the designer, so is
the design of the CAMAC module to
connect signals, from and to the out-
side world, to CAMAC,
the computer.

and hence to
The control station
shown is such because it has access
to the Look-at-Me (LAM) and to the
station-addressed lines of the crate
(Fig. 2.2). A1l  other lines are
bussed across the crate or are simply

individual patch pins.

POWER

CRATE DATAWAY

=

\CONTROL

STATION

PLUG-IN

Fig. 2.1.
The basic CAMAC standard.

STATION-ADDRESSED AND
LOOK-AT-ME LINES

<:: DATA
<::¥ CONTROL
<:: STATUS
<:: POWER

]

ve...22 23 24 25

!

CONTROL
STATION

Fig. 2.2.
The dataway.



How does one connect a CAMAC crate to a computer? One solution (Fig. 2.3)
is to buy or build a CAMAC controller that has the computer I/0 bus plugged
into its front panel. This controller is thus specific to that brand of com-
puter and tends to be inflexible and a l1ittle expensive because of short pro-
duction runs. The distance between the computer and the CAMAC crates is
Timited also by the computer I/0 bus.

Another solution is to use a CAMAC Highway (Fig. 2.4) and build a computer
to CAMAC-highway coupler. This allows the system to be easily expanded and
will give other flexibility as we will see. The CAMAC crate controllers are
now computer independent and thus less expensive. Table 2.1 compares the two
defined CAMAC highways with the serial highway being used in bit or byte mode.
These highways will be discussed in much more detail later.

Finally, can one have more than one controller in a CAMAC crate? A1l that
is needed is

(1) access to the station-addressed and LAM lines, and

(2) arbitration between the controllers to resolve conflicts of access.

The former is achieved by the Auxiliary Controller Bus (ACB), a rear con-
nection, and the latter by a request/grant chain established between front-
panel connectors of each controller. This is described in Chapter 6, and shown
schematically in Fig. 2.5.

In the remainder of this chapter we examine the basic standard, IEEE 583.

COMPUTER
I/0 BUS
- Tl COMPUTER
TO EXPERIMENT/ CAMAC
ACCELERATOR/ CONTROLLER
STORAGE RING/
REAL WORLD, etc.
Fig. 2.3.

A single-crate system.
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Fi

1/0 BUS
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COUPLER t COMPUTER
C':'\\
CAMAC
HIGHWAY
J' (SERIAL OR PARALLEL)
’

g. 2.4.

A multicrate CAMAC system.

T
AUXILIARY
CONTROLLER
BUS

C

/

REQUEQHGRANT‘//
CHAIN

/| 11
T
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Fig. 2.5.
Multiple controllers.
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Table 2.1

CAMAC HIGHWAYS

Serial Highway

Parallel IEEE 595

Branch

IEEE 596 Bit Byte
No. of wires 132 4 18
Communications Handshake Synchronous Synchronous
Speed >1.6 ps >28 us >3.6 us
No. of crates 1to7 1 to 62 1 to 62
Multicrate addressing? Yes No No
Controller type Al/A2 L2 L?
Multimodule addressing? Yes No No
Multiple controllers? Yes (with A2) Yes Yes
Error detection? No Yes Yes

2.2 1EEE 583

This standard defines the mechanical and electrical properties of a crate
and, to some extent, its power supply. Also defined are the mechanical proper-
ties of a module and controller and the electrical and logical properties of
these sufficient for compatibility. The crate design alsoc allows the insertion
of normal NIM modules with a power adaptor. We need only consider the mechani-
cal and electrical aspects but briefly; they are normally the concern of the
manufacturer not the average user. Figures 2.6 to 2.13 indicate the mechanical
aspects of a CAMAC crate and module. The main point is that the crate and
module be very fully specified. Figure 2.6 shows that optionally UNC tapped
holes can be provided to allow NIM modules to be inserted. Figure 2.12 defines
the NIM-CAMAC adaptor necessary so that a NIM module can pick up power from the
crate. Another point to note from Fig. 2.6 is that the number of stations (s)
is not fixed but only specified to be <25. Figure 2.8 shows a side view
cross section of the crate with the 86-way connector of the dataway. Above
this connector is the free-access area. American usage of CAMAC has placed a

12
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36-way 0.1-in. pitch edge connector in this location as an I1/0 connector. This
is, however, outside the standard and has not been implemented in Europe. It
does enable I/0 as well as dataway connections to be made automatically as the
module is inserted.

2.3 The Dataway

Having disposed of the mechanical aspects of IEEE 583, let us now look at
the electrical and logical aspects of the dataway and hence the modules. The
first point to make is that the dataway is entirely passive; that is, it con-
sists only of connectors, a printed circuit card, and/or wires. There are gg
resistors, capacitors, transistors, etc. The connectors are 86-way 0.1-in.
pitch connectors, and up to 25 are used to make up the standard dataway.
Table 2.2 lists the lines in a general way, Table 2.3 lists the voltage stand-
ards for logic signals on the dataway, and Table 2.4 Tlists the current stand-
ards and the pull-up locations for the various lines. The main point is that
all current paths have been considered, so that the system will work in a typi-
cal environment. Also, modules other than controllers receiving signals can
only attach one TTL gate input to a line for each width of the module--thus the
lines usually need to be buffered at the module. This establishes the electri-
cal standards for the dataway.

2.3.1 Use of the Dataway Lines. Table 2.5 Tlists the dataway usage

briefly. A fuller description of each line follows.

2.3.2 Station Number, N. Each normal station is addressed by a signal

on an individual station number Tline, N which comes from a separate con-

19
tact at the control station. Stations arL numbered in decimal from the left-
hand end as viewed from the front, beginning with Station 1. There is no
restriction on the number of stations that can be addressed simultaneously,
although multiple addressing is not commonly done. The serial crate controller

Type L2 has no mechanism for multiple addressing.

2.3.3 Subaddress A8, A4, A2, Al. Different sections of the module are
addressed by signals on the four bus lines, A. These signals are decoded in

the module to select one of up to sixteen subaddresses, A{0) to A{15). The
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Table 2.2

THE DATAKWAY

24 READ lines (R1 - R24)

24 WRITE Tines (W1 - W24)
FUNCTION 1ines (F1 - F16)
SUB-ADDRESS 1lines (Al - A8)
STATION ADDRESSED line (N)

LOOK-AT-ME line (L)
RESPONSE 1ine (Q)

COMMAND ACCEPTED 1line (X)
INHIBIT line (I

CLEAR Tine (C)

STROBE lines (S1 & S2)
PATCH 1ines (P1 - P5, P1 & P2 bussed, P3 - P5 individual pins)
INITIALIZE line (2)

BUSY line (B)

POWER 1ines (=6 V =12 V £24 V)

SUPPLEMENTARY POMWER lines (£6 V, Y1 & Y2)

RESERVED POWER lines

CLEAN EARTH 1line

POWER RETURN 1lines

Individual lines

PN —WRNOY—~ = UTR) — — — — —  — N

Table 2.3

THE LOGIC OF THE DATAWAY

0 State 1 State
(V) (V)

Accepted at input +2.0 to +5.5 0 to 0.8
Generated at output +3.5 to +5.5 0 to 0.5

Note:

22

This is negative logic.

Lines are wire-or'ed i.e. drivers cannot have active pull-ups as in
standard TTL.

The levels correspond to TTL.



Table 2.4

STANDARDS FOR SIGNAL CURRENTS THROUGH DATAWAY
CONNECTORS AND FOR PULL-UP CURRENT SOURCES

Designation of Dataway Signal Line N L Q, R, X W, A, F, B, Z, C, I S1, S2
Line in "1* state at +0.5 V Cantrollers
Minimum current sinking capability 6.4 mA 16 mA 1.6 (25-5) mA

(current drawn from line) of each
unit generating the signal.

36.8 mA typical

Other Units
9,6 + 1.6 (25-s) mA 58 + 1.6 (25-s) mA
48.0 mA typical 96.4 mA typical

Line in "1" state at +0.5 V
Maximum current fed into line by
each unit receiving the signal.

3.2 mA each unit,

Unit with pull-up current
source: 11.2 mA

6.4 mA tatal Units without pull-up 1.65 mA
(Note 1), current source 1.6 mA each:
4.8 mA total (Note 1)
Line in "0" state at +3.5 Vv 100 (25-s) pA
Minimum pull-up capability (current 2.3 mA typical for controllers 9.9 mA
fed into line) of the unit with 2.4 mA typical for other units
pull-up current source.
Line in "0" state at +3.5 V
Maximum current drawn from line by 200 yA 100s pA
each unit without pull-up current
source.
Location of pull-up current Unit generating One unit
the signal. receiving Controller

the signal,

Pull-up current Ip, from positive
potential
Line in "1" state at +0.5 V

6mA < Ip <9.6mA

38 mA < Ip < 58 mA

Pull-up current Ip, from positive
potential
Line in "0" state at +3.5 V

2.5 mA < Ip

10 mA < Ip

Where appropriate, the current passing through the dataway connector of a plug-in unit is defined as a function of the width of the unit (s

stations).
NOTE 1:

Values are given, as examples, for typical controllers (s = 2, control statfon and one normal station) and other units (s = 1.
Although only the controller and one module are connected directly to each N and L line, additional units may be conntected via patch
points or auxiliary connectors.
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Table 2.5

STANDARD DATAWAY USAGE

Title Designation Contacts
Command
Station number N 1
Subaddress Al, 2, 4, 8 4
Function F1, 2, 4, 8, 16 5
Timing
Strobe 1 S1 1
Strobe 2 S2 1
Data
Write Wl to W24 24
Read R1 to R24 24
Status
LAM L 1
Busy B 1
Response Q 1
Command accepted X 1
Common Controls
Initialize z 1
Inhibit I 1
Clear [ 1
Nonstandard Connections
Free bus Yines P1, P2 2
Patch contacts P3 to P5 3
Mandatory Power Lines
+24 ¥ dc +24 1
+ 6V dc +6 1
- 6V dc -6 1
-24 V dc -24 1
oV 0 2
Additional Power Lines
+12 V dc +12 1
-12 V dc -12 1
Clean Earth E 1
Supplementary Y1, Y2 2
(-6 V & +6 V)
Reserved Undesignated 3
Total 86

24

Use at a Module

Selects the module (individual line from control station)
Selects a section of the module
Defines the function to be performed in the module

Controls first phase of operation (dataway signals must not change)
Controls second phase (dataway signals may change)

Bring information to the module
Take information from the module

Indicates request for service (individual line to control station)
Indicates dataway operation in progress

Indicates status of feature selected by command

Indicates module is able to perform action required by command

Operate on all features connected to them, no command required
Sets module to a defined state (accompanied by S2 and B}

Disables features for duration of signal
Clears registers {accompanied by $2 and B)

For unspecified uses
For unspecified interconnections, no dataway lines

Crate is wired for mandatory and additional lines

Power return

Lines are reserved for the following power supplies:

Reference for circuits requiring clean earth



subaddress 1ines must be fully decoded by the module. In general, the use of
subaddresses is the choice of the module designer, but a good design here can
simplify the understanding of the module.

2.3,4 Function F16, F8, F4, F2, F1. These lines define the function to
be performed by the module at the specified subaddress. These signals must be
fully decoded in the module to give 32 separate functions, F(0) to F(31). Some
functions are defined; some are unreserved; some are reserved. The functions
F(0) to F(7) are all read functions; F(16) to F(23) are all write functions;
the remaining functions are control or dataless functions. Detailed descrip-
tion of these functions comes later.

2.3.5 Strobe Signals S1 and S2. These bussed timing or strobe signals

must be generated by the controller during each CAMAC cycle. Modules must not
take irreversible action based on the other bussed lines on the dataway until
the time of S1. This is to ensure that transients and differential settling
times of the lines at the beginning of a dataway cycle do not cause ill
effects. Actions concerned with the acceptance of Read, Write, Q and X lines
must be initiated at the time of S1. These lines must not be changed during
S1 time. S2 is to time follow-on action in the module, for example, clearing
a register, and is also generated during unaddressed operations.

2.3.6 MWrite Lines W1 to W24. The controller generates data on these
lTines during each write operation. They must reach a steady state before S1

and must be maintained until the end of the operation, unless modified by S2.
Strobe S1 must be used by the modules to strobe the data, unless there are
strong technical reasons for choosing S2.

2.3.7 Read Lines R1 to R24. Data are set up on the read lines by the
addressed module during a read operation. These lines must reach a steady
state before S1 and must be maintained for the full duration of the dataway

cycle, unless the state of the data source is changed by S2. The controller
must initiate acceptance of this data at the time of S1 and must not take
irreversible action before then.
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2.3.8 Look-at-Me L. These lines, one from each station, are individual
connections to separate contacts at the control station. Any module can indi-
cate that it needs attention by generating a signal on its individual L Tline.
Modules that occupy more than one station may indicate different demands by
signals on the separate L lines of the stations it occupies. The L signal in
a module may indicate demands for attention from one or more sources in a

module. The further resolution of the actual source and the mandatory features
for a module's LAM structure are discussed later.

When a module that is generating L=1 receives a command that may cause it
to cease doing so, it must inhibit the L signal or the appropriate LAM request.
This must be effective before S1 and must be maintained until the end of the
dataway operation. This is often achieved by gating L with N so that whenever
the module is addressed, the L=1 condition will be removed. The purpose is to
remove a potential race condition where, if the L=1 is not removed until the
end of S2, it might still seem to be true within the controller at the end of
the cycle, even though the CAMAC cycle cleared the LAM., Note that this is an
example of doing the right thing for the wrong reason! The first version of
the CAMAC specification, published in 1969, required that L be gated with Busy
in each module because people were concerned about noise on the dataway. This
requirement avoided the race condition, but this was not recognized until the
second version was published in 1972,

2.3.9 Busy B. Busy is used to interlock various aspects of the system

that can compete for the dataway. A signal B=1 must be generated during each
dataway cycle and during unaddressed commands, when Z or C are generated.

2.3.10 Response Q. Q is a single-bit status response from the addressed
module; it may or may not be generated according to the design of the module.
In test operations, Q=1 means true, present, etc. For read, write, and test
LAM operations, Q must be stable by S1 time and must not change from that point

to the end of the cycle. In all other operations it 1is permitted to change
during the dataway cycle, but this may result in the Q response being missed.
As with R lines, the controller must initiate action to accept the Q response
at the time of strobe S1 and must not take irreversible action before then.
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2.3.11 Command Accepted X. Whenever a module is addressed during a CAMAC
operation, it must generate X=1 by S1 and must maintain it until the end of S2,
if it recognizes the command as one it is equipped to perform--even though at
that moment it may be unable to perform it. In this latter case, an X=1, Q=0
response is appropriate. The X=0 response then indicates a serious malfunc-

tion, for example, an absent module, a module lacking external connections,
etc. In older modules designed before the X line was defined, the module may
generate X=N.

2.3.12 Initialize Z. 7 has absolute priority over all other signals.
It consists of Z and S.2 asserted together (Z.S2). In response, all data and
control registers must be set to defined initial state, usually zero. All
LAM status registers must be reset and, if possible, all LAM requests must be
disabled.

2.3.13 Inhibit I. This signal must inhibit any feature to which it is
connected in the module. The signal may be gated or rbuted within the module.
The inhibit 1ine must be set to a logic 1 as a result of an initialized cycle
(Z.S2). Thus all units able to generate I must respond to Z.S2 by generating
and maintaining I=1 until specifically reset. The inhibit Tine is used in
data-acquisition systems to, for example, inhibit scalers during no-signal
periods. In practice I have not seen it used much because it is inflexible and
because few modules have facilities in them to selectively enable, disable, or

invert its effect. If a system is not working, quite often it is the inhibit
line being set that is the cause. I suggest that, unless you plan to use
inhibit, you cut the track in all modules to disconnect them from this line!

2.3.14 Clear C. The signal C.S2 must clear all registers to which it is
connected. Busy and S2 must be generated with C. Gating C with S2 is a pro-
tection against noise. This signal may, as with I, be gated and routed within
a module, although in practice this is not much done. While all crates come

up with I=1 as a static condition leading to the problems mentioned above, C.S2
occurs by specific controller action for a short period only (Fig. 2.4); thus,
it does not catch the user unawares. It is used to clear down data-acquisition
modules in a single efficient operation, usually in event-based systems such as
are common in high-energy physics.
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2.3.15 Free Bus Lines P1 and P2. These contacts at each station are

bussed together by the dataway. Any plug-in can generate or receive signals on
these 1lines but must be provided with a means to disconnect or disable that
access. Their use is entirely up to the system designer, but they have been
used at CERN to hold up the dataway cycle and in the UK as DMA synchronization
lines. As with all incompletely specified facilities, they must be used with
care.

2.3.16 Patch Contacts P3 to P5. P3 to P5, at normal stations, and P1 to
P7, at control stations, are not wired to any dataway lines. They are availa-

ble for patch connections to other patch pins, to optional patch points, or to
certain dataway lines to the OV Tine or to external equipment. Their use must
not be essential for the operation of the main features of general-purpose
plug-ins. Their use does make the dataway a special-purpose one that can give
trouble when systems are changed or when crates are exchanged. As before, 1
cannot recommend their use, especially as the actual wiring is difficult to
examine in most crates because of the positioning of the power supply.

2.3.17 Power Lines and Grounds. The dataway must include lines for all
power lines defined or reserved. Table 2.6 gives the specification for the

power lines at the plug-in connector. In particular, note that each connector
pad is rated for 3 A maximum; to provide more poweﬁ, Y1 and Y2 can be assigned
to -6 V and +6 V, respectively. However, current paths must be such that the
return lines do not exceed 3 A per contact, making a total current to O V in a
module, 6 A maximum. To provide the current sharing, it is recommended that
two 10-m@ resistors are put in series with the return pads, and that differ-
ent sections of the board are powered separately from the two 6-V power
sources (Fig. 2.14). Modules that use Y1 and/or Y2 must be specifically marked
as crates with this connection are nonstandard. The power supply and its
mounting is quite outside the basic standard, although different institutions
have established de-facto standards, notably CERN.

2.3.18 Cooling the Crate. Without forced cooling, the dissipation of a
crate should not be above 200 W, 8 W per module. With forced cooling, the
dissipation can be increased to 25 W per station. Because cool circuits mean

more reliable circuits in general, good cooling is important.
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Table 2.6

POWER LINE STANDARDS

Maximum Current Loads

In the Plug-in per

Nominal Voltage on Voltage Tolerance at unit width) [See In the Crate

Power Line in Crate Dataway Connectors Notes (1) and (3}] [See Note (2)] Comments

Mandatory (1) The current carried by each contact of the dataway
+24 V dc +1.0% ST A 6 A connector must not exceed 3 A
+ 6 Vdc +2,5% 2 A 25 A (2) The total power dissipation in a crate without
-6V dc +2.5% 2 A 25 A forced ventilation must not exceed 200 W
-24 V dc +1.0% 1A 6 A (3) The power dissipation in each station must not

ov exceed 8 W in general or 25 W under special
circumstances

Additional (as required)
+12 V¥ de +1.0% As specified in TID-20893 (Latest revision)
=12 V de +1,0%

Comments:

{1) The current carried by each contact of the dataway connector must not exceed 3 A.
(2) The total power dissipation in a crate without forced ventilation must not exceed 200 W.
(3) The power dissipation in each station must not exceed 8 W in genera) or 25 W under special circumstances.

+6Y,Y2

~6V,Y1

+6V

=6V

0V POWER RETURN
0V POWER RETURN

— L
+6V,-6V LOADS| | Y2,Y1 LOADS
S3IA EACH S3A EACH

Z
éZ:—-aIOmrleAcu

{e.g. 25mm 3 16 MANGANAN WIRE)

Fig. 2.14.
Typical current sharing with supplementary 6-V power.
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2.3.19 Summary of the Dataway. Table 2.7 shows the pin assignments for

a normal CAMAC station and serves as a summary of what has been covered
above. Table 2.8 gives the same assignments for the control station, the
extreme right-hand station, Here it will be seen that the R and W Tlines have
been replaced by the individually wired L and N lines. Access to these lines
makes this position priviledged and thus the control station. The only other
difference is that the N and L 1lines from this station become P6 and P7.
Because a controller also needs access to the R and W Tlines, 'it must, by
definition, be at least two widths. To emphasize, no other plug-in in a CAMAC
crate can initiate a dataway cycle without separate access to the controller
in Station 25; neither can it respond to LAMs. Finally, Fig. 2.15 shows the
wiring of a dataway schematically. The point to note here is that the bussing
of the R and W lines ends at Station 24, and Station 25 has in their place
wired the N and L lines.

DIAGONAL LINES ARE N (STATION) AND

CIRCLES ® REPRESENT PATCH CONTACTS L (LOOK-AT-ME) LINES BETWEEN CONTROL
(3 PER NORMAL STATION, 7 FO RM
; 2 TR A, STATION AND INDIVIOUAL NORMAL STATIONS
7 = i FREE BUS LINES Pi, P2 (2) {==H —
§ - FUNCTION F {5) Eg — — é
- SUBADDRESS A (4) | —f — ]
) = INHIBIT I, CLEAR C {2) | = —] == (-
5 INTIALIZE Z,BUSY B (2) 1 2 B 5
F STROBE SI,52 (2) | 9N = —
- RESPONSE Q (1} | L Sa\N 8
3 COMMAND ACCEPTED X (+) | =} =
= = = N
= = E—] T~
3 = = =
E = = =
e SORTinue | WRITE LINES w (24){ == = F=
E TO ALLS = = .
. NORMAL = — F=
= = STATIONS -= F S
= E = =
— = = T
— =1 = S Sy
= — READ LINES R (24) {= E Sy
= = = F—
— 3 = I
—1 — — P ———
3 - — =
= = = F=
— — = F—
D) = E POWER SUPPLY LINES (141{ 3] == C
= E E =
T B e e \
] z “ ) 70 ] 22 3 Z4 75
f |
te———————NORMAL STATIONS (1-24) 22';??&
(NO 25)

CRATE CONTROLLER OCCUPIES STATION 25'
PLUS AT LEAST ONE NORMAL STATION

(USUALLY NO. 24) . ‘

Fig. 2.15.
Dataway wiring, front view of a twenty-five station crate.
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Bus line

Bus Tine

Individual patch contact
Individual patch contact
Individual patch contact
Bus line

Bus Tline

Bus line

Individual line
Individual line

Bus line

Bus line

Twenty-four Write Bus lines

Table 2.7

CONTACT ALLOCATION AT A NORMAL STATION

(Viewed From Front of Crate)

Free Bus line
Free Bus line

Command Accepted
Inhibit

Clear

Station Number
LAM

Strobe 1

Strabe 2

Wl = least significant bit
W24 = most significant bit

Twenty-four Read Bus lines

R1 = least significant bit
R24 = most significant bit

Power Bus lines

-12 v dc

Reserved (C)
Reserved {A)
Supplementary -6 V
+12 V dc
Supplementary +6 V
0 V (Power Return)

Pl
p2

W24
W22
W20
Wis
W16
W4
W12
W10
W8
W6
W4
W2

R24
R22
R20
R18
R16
R14
R12
R10
R8

R6

R4

R2Z,

-12

Y1

+12
Y2

F16
F8
Fa
F2
1
A8
A4
A2
Al

W23
W21
W19
W17
W15
W13
Wil
W9
W7
W5
W3
Wl

R21
R19
R17
R15
R13
R11
R9
R7
RS
R3
R1

-24

-6

+24
+6

Busy Bus
Function Bus
Function Bus
Function Bus
Function Bus
Function Bus
Subaddress Bus
Subaddress Bus
Subaddress Bus
Subaddress Bus
Initialize Bus
Response Bus
-24 V dc

-6 V dc

Reserved (B)

Clean Earth

+24 V dc

+6 V. dc

0 V (Power Return)

line
line
line
line
line
line
line
line
line
line
line
Tine
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Individual patch
Individual patch
Individual patch
Individual patch
Individual patch
Bus line
Bus Tline
Bus Tline
Individual patch
Individual patch
Bus line
Bus Tine

contact
contact
contact
contact
contact

contact
contact

Twenty-four individual
LAM lines (L1 from

Statjon 1, etc.

Power Bus lines

)

Table 2.8

CONTACT ALLOCATION AT A CONTROL STATION

(Viewed From Front of Crate)

Command Accepted
Inhibit
Clear

Strobe 1
Strobe 2

~12 V dc

Reserved {C)
Reserved (A)
Supplementary -6 V
+12 V dc
Supplementary +6 V
0 V (Power Return)

P1
p2
P3
P4
P5
X

I

[

P6
p7
S
S2

L24
L23
L22
L21
L20
L19
L8
L17
L16
L15
L4
L13
L12
L
Lo
L9
L8
L7
L6
LS
L4
L3
L2
L1

-12

Y1

+12
Y2

F16
F8
Fa
F2
F1
A8
A4
A2
Al

N24
NZ23
N22
N21
N20
N19
N18
NY7
N16
N15
N14
N13
N12
N1
N10
N9
N8
N7
N6
N5
N4
N3
N2
N1

Busy
Function
Function
Function
Function
Function
Subaddress
Subaddress
Subaddress
Subaddress
Initialize
Response

line
line
line
Tine
line
line
line
line
line
line
Yine
line

Twenty-four individual

Station Number 1lines,
(N1 to Station 1, etc.

-24 V dc
-6 V dc

Reserved (B)
Clean Earth

+24 V dc
+6 V dc

0 V (Power Return)



2.4 The Timing of a Dataway Cycle

Figure 2.16 shows the timing of an addressed dataway cycle. The first
step is that the controller asserts N, A, F, and B, When N is true at the
module, not all of the A and F lines will yet be in their final state; there-
fore, at first the module might well decode other operations--recall that it
must take no irrevocable action until the start of S1. After a maximum of
150 ns, these lines are stable; there is a further 150 ns for the controller
or module, depending on the command, to establish R or W lines Q and X. There
is then a further 100 ns minimum before the start of S1, which is 200 ns long.
At S1, all lines are assumed settled, and the operation takes place; data and
responses are clocked, etc. A minimum of 100 ns after the end of S1, S2
occurs. (Note the consideration of the degradation of these pulse shapes
allowed for in the timing.) The end of the cycle is at a time at least 100 ns
after S2 is removed by the controller. Thus, the minimum CAMAC cycle length
is 1 pus, but no maximum is defined, there being five windows in the cycle
before t3, t5, t6, t8, and t9. Also shown in the figure is the behavior of the
L line during the operation.

Figure 2.17 shows a Z or C operation on the dataway. The operation is
reduced to a minimum of 750 ns by the removal of the need for the R, W, Q, and
X lines being asserted and allowed to settle. Again, there is no maximum
6’ t8’ and t9.

It can thus be seen that the absolute maximum bandwidth of a CAMAC crate
is 3 Mbytes/second. If one recognizes that few modules use S2, 300 ns can be
trimmed off, and the other timings also can be trimmed slightly to double the
overall bandwidth. This is, however, outside the standard and for specialists
only.

cycle, with windows before t

2.5 Addressing

We have already seen that a crate has 24 addressable stations and 23 usa-
ble ones. Each plug-in has up to 16 subaddresses available, so that the total
address space of a crate is 24 x 16 = 384. For data, this is effectively dou-
bled because data registers are divided into Group 1 and Group 2 registers.
Group 1 registers contain primary data, whereas Group 2 registers are control
registers. This separation of the address space is done to simplify rapid data
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acquisition. As we will see, the distinction is made by using different func-
tion codes.

2.6 The Function Codes

The 31 function codes are listed in Table 2.9, together with a brief
description of their meaning. An overall point to note is that many functions
have a defined meaning; this is a strong point in CAMAC's favor, because it
puts a uniformity on module designs without restricting their function. A more
modern approach is to have but two basic functions, read and write, and to deal
in bits, read or written, to enable, test, mask, etc.

Selective Set functions cause the bits in the target register, identified
by ones in the word transferred, to be set. Target register bits, correspond-
ing to zeros in the transferred word, are unchanged; thus, a logical OR opera-
tion. Selective Clear works in a similar way except that the indicated bits
are cleared rather than set.

Bit Set and Bit Clear work in a similar way except that only a single bit
is operated on at a time. The position of this bit is identified by the lower
5 bits of the data word transferred, which contain the encoded bit number. We
will see later the usefulness of this.

In general, the full meaning of these instructions is left to the module
designer; although, as we will see, there are good and bad designs.

2.7 LAMs

LAMs and their handling will crop up again and again in this Primer. At
this elementary level, we need only deal with their handling up to Station 25,
the controller being, at this stage, undefined. Note that in all other re-
spects, the CAMAC plug-in behaves in strict response to commands from the crate
controller--the LAM 1line is the one exception to this. Except for the case
mentioned above, a module can assert its L line when it pleases, quite inde-
pendent of what the crate controller and its computer is doing at that moment.
For all practical purposes, a LAM from a module is an interrupt to the comput-
er. However, although a module is free to assert its LAM when it pleases, it
can only remove its LAM as a result of specific CAMAC action. Therefore, how
are LAMs handled in the module and what aspects of that handling are mandatory?
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RD1
RD2
RC1
RCHM

LM
(R]
CLM
cL2
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0
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12
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16
17
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20
21
22
23

24
25
26
27

28
29
30
N

Table 2.9

THE FUNCTION CODES

Funct ion Use of R and W Lines

Read Group 1 register

Read Group 2 register

Read and Clear Group 1 register
Read Complement of Group 1 register

Functions using the R lines

Nonst andard
Reserved
Nonstandard
Reserved

Test LAM Functions not using the R or W lines
Clear Group 1 register

Clear LAM

Clear Group 2 register

Nonstandard
Reserved
Nonstandard
Reserved

Overwrite Group 1 register
Overwrite Group 2 register
Selective Set Group 1 register
Selective Set Group 2 register

Functions using the W lines

Nonstandard--Bit Set Group 2 registera
Selective Clear Group 1 register
Nonstandard--Bit Clear Group 2 registera
Selective Clear Group 2 register

Disable Functions not using the R or W lines
Execute

Enable

Test Status

Nonstandard
Reserved
Nonstandard
Reserved

3hese do not form a part of 583 but derive from DOE/EV-0006.
+The mnemonics derive from TID-26615,

Function Signals
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The minimum mandatory features are to be able to test or distinguish indi-
vidual LAM sources in a module, as well as in the state of the overall LAM.
This is either done with a TLM F(8) function or by reading a bit pattern from
a Group 2 register. The function TLM is mandatory for the overall LAM. The
other mandatory feature required is that Initialize must clear all LAMs and
must clear LAM masks if they are implemented. A LAM mask is a register with as
many bits as there are LAMs and where each bit is used to pass or to block the
corresponding LAM. By convention, writing a 1 to a mask enables the LAM,

Figure 2.18 shows the ways of handling LAM sources in a module. The two
main choices are by registers; thus, there is a particular data bit for each
LAM, or by subaddress for each LAM, The first method works well when there are
several LAM sources in a module; the latter works well when there are but few.
The LAM status register is necessary to clock the LAM source, so that it only
is cleared by specific CAMAC action. The LAM request is formed by the logical
AND of the LAM status and the LAM mask registers, together with the overall LAM
mask; then, the individual LAM requests are OR'd to form the overall request,
internal L. Finally, the internal L is gated by N or other signal to gate off
the L signal during CAMAC operations that might clear it.

If LAMs are handled within a module as registers, then IEEE 583 states
that they should be Group 2 registers at the following subaddresses:

. LAM status register A(12)
. LAM mask register A(13)
. LAM request register A(14)

The important things to note on LAMs are that
« the hardware of the crate can only recognize one LAM per station;
therefore, when a plug-in has more internal LAMs, it must provide the
means to identify the particular LAM.
« LAMs can be masked both individually and in an overall way in the
module.
« some LAM functions are mandatory for plug-ins that generate LAMs.
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3. CAMAC SOFTWARE

3.1 The Software Problem
The essence of good software support is to make it as easy as possible for

the user to express what he wants the computer to do. Good software is

* vreadable, and

* reasonably efficient.

The first point because software maintenance is a big expense in the life
of a piece of code, and even the author will have trouble coming back to the
code after a period. The second point only stresses "reasonably" because
machines are cheaper than people and so, for most problems, ease of writing and
speed in debugging are overriding considerations. I accept the fact that there
will always be the extreme problems where the above order is reversed, and that
"reasonably" can be deleted or even changed to "very" but I feel that people
kid themselves that their position is the latter far more often than is really
the case. One can buy a VAX for the average programmer's annual salary, plus
overheads. Even so, I don't suggest sloppiness!

It follows that good software support (languages, editors, compilers,
linkers, and debugging aids, if any,) is

. ‘easy to use;

* encourages, if not imposes, readable code;

* encourages, if not imposes, correct code;

* encourages, if not imposes, structured code;

* simplifies debugging by allowing the user to do it in the terms of

the language used; no hex or octal dumps as a minimum!

The general rule is that the easier a system is to use, the better the use
will be made of it.

3.2 1/0 Programming

Figure 3.1 shows a piece of code picked out of the waste basket in the IBM
room at a high-energy physics Laboratory. It is the old familiar Fortran, and
I have underiined the I/0 statements. The point to note is that the user is
not concerned about the mechanism by which the bytes or characters specified
at label 182 actually get onto the printer--that will be different for each
machine and operating system. A1l that is taken care of, by the compiler and
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-—= READ IN CONTROL DATA
REAC(CS5,1)TITUL
1 FORMAT(15A4)
PRINT10,TITUL
10 EDRMAT(1H1,18A%)

READ(5,2)1IN
2 FORMAT(C10IS)

CALL USER(1)
IIN=INC(1)
J=1
NVT=0
182 FORMAT(C(/” MONTE CARLO DATA FROM NEW SEY : DEVICE NOeo “,1I2)

C --
C --— EVENT LOQP
1000 READCIINyERR=804END=90)BF s WT,ERRUT,PP
NRED=NRED+1
C -——— IF I/D DEVICES HAVE RIGHT NUMBERS THEN SET UP ANGLE IN BF(20)
INPUT=J ’
IFCINPUT.LT1)GO TO 472
IFCINPUT.GT.6)GO TO 472
BF(20)=SPECTCINPUT)
472 CONTINUE

Fig. 3.1.
A typical Fortran program with I/0 statements underlined.

the operating system. Hidden in there are interrupts, 170 instructions, and
various other things that need not worry this physicist. The same comments
apply to the READ statements. As an aside, it is also notable how unreadable
this code is and how few comments there are.

Figure 3.2 shows all this schematically, with the jumble of machine-
dependent facilities that, to first order, do not concern the user. Whatever
machine is used, the theory is that the output will be the same because a
machine independent high-level language was used. CAMAC is a machine inde-
pendent high-level hardware, so Fig. 3.3 shows the new situation with CAMAC.
Whereas from a high-level Tanguage the user had control only over the charac-
ters and their placing on the print-out, now the user also has intimate con-
trol of the CAMAC modules. This is because the CAMAC data formats, which are
defined by the module designer, and the CAMAC commands and addresses are inde-
pendent of the computer system used. Certainly, different systems will gener-
ate different code, but that will always be the case. However, an extra param-
eter is that the CAMAC code generated is a function not only of the computer
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Conventional computing system.
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Fig. 3.3.
Real-time computing with CAMAC.
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type but also of the CAMAC coupler. In the CAMAC coupler, one must also
include the LAM handling system, of which more later.

3.3 Software Response to Interrupts

Interrupts are often difficult to grasp. There are two distinct kinds of
interrupts, although at the hardware level they are the same. These are

* synchronous interrupts and

. asynchronous interrupts.

Synchronous interrupts are those that are expected to occur as a direct
result of action on the part of the program and usually signal completion of
some commanded operation. An example of this might be the completion of a disk
I/0 operation or a motor drive. Thus, each synchronous interrupt is only
expected at certain time periods in the execution of a code.

Asynchronous interrupts are those that can occur at any time during the
running of a code and usually indicate an event that resulted from action out-
side the computer system. Examples here are a keystroke at a computer terminal
or an analogue or binary input changing.

The computer hardware will have hardware facilities that, on occurence of
an interrupt, will

* ignore the interrupt until a defined point in executing the current

instruction is reached--usually the end;

» save the address that contains the next instruction that will be

obeyed;

* save the "status" of the processor;

* set a new processor status--this will usually set the processor pri-

ority to a level so that it cannot be interrupted further; and

*» start program execution at a defined point, the interrupt response

code.

This interrupt response code must then save any working registers it might
use, respond to and clear the interrupt, restore working registers, and then
cause the processor to restore the saved processor status and resume the inter-
rupted program. This 1is shown schematically in Fig. 3.4. The interrupt
response code might also need to change processor priorities, etc., depending
on details of the computer and its operating system. In this way the inter-
rupted program has no way of knowing that the interrupt occurred.
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Flow of control on an interrupt.

Interrupt masks are registers
of one or more bits that are used to
enable or disable interrupts or
groups of interrupts. They usually
exist in the hardware attached to
the computer I/0 port. Processor
priorities are part of the processor
status that will disable or mask off
all interrupts at an equal or lower
priority.

Because interrupts can occur at

any time, and a sequence of events
is never repeatable, good code using
interrupts is hard to write and often is harder to debug.
Having set the picture, let us look at how one might put CAMAC facilities
in languages. But first, let us take a look at some aspects of CAMAC plug-in
design.

3.4 CAMAC Plug-in Design Considerations

Keeping an eye on the requirements and limitations of software can make
the difference between a poor, hard-to-use plug-in and a good, easy-to-use
plug-in. The plug-in will be designed once but programmed many times; there-
fore, it is clearly cost-effective to take good care in the design phase.
These considerations follow.

3.4.1 Data Formats. Although one can, with logical operations added, do

anything with Fortran and other high-level languages, it considerably simpli-
fies the software if twos-complement integer data is understood by the module.
I once had to program a stepper-motor driver that took the number of steps to
drive in a sign and magnitude integer, so that +1 was 0001 (hex) and -1 was
8001 (hex). Even in Assembler, this was not simple to generate from the twos-
complement subtraction to determine how many steps to drive!

Some instruments naturally generate ASCII or BCD data and the engineer
must then decide whether to convert this to binary in hardware or in software.
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One quide is that the bigger and more powerful the computer system is, the more
the hardware should do for it. Here it is a case of matching expense.

3.4.2 Register Packing., This is a bad aspect of some designs. Let us

assume there are a few single bits of information and one or two small numbers
to make available or to be written to the plug-in. Why not, for economy, pack
them all up in one register so that only one CAMAC function need be used? I
show this in Fig. 3.5. It looks nice and efficient but, given that you have
Just read that word, think of all the masking and shifting that need doing to
separate out the components. Worst of all, the LINE number spans the boundary
between byte 2 and 3--even more difficult for a 16-bit machine. As an exer-
cise, write a program in Fortran or Assembler to separate out LINE number,
SPEED, and COUNT into three separate variables or registers--how much faster
to use four separate registers, with one dedicated to the status bits.

3.4.3 Interrupt Decoding. The two choices presented by IEEE 583 are not
quite satisfactory. Clearly, testing for a LAM at each possible subaddress is

neither fast nor elegant if there are more than a very few LAMs to sort out.
In the register mode, a word is read in with a bit set for each LAM, The code
to test-shift-count is not difficult to write, but stop to work out how long
it might take on an LSI 11-23 given 16 LAMs possible, thus on average going
eight times round the loop. I make that about 100 us on an 11/23 and 240 ps on
an LSI 11/2 writing in Assembler. Now, there are quite simple circuits, pri-
ority encoders, which will determine the most significant bit set; therefore,
my suggestion for a LAM request register would be as shown in Fig. 3.6. The
top byte now can be used as a direct indexed jump or computed GOTO to get to
the appropriate service routine. Clearly, the idea of fixed LAM priority has
been introduced here, and some thought will need to be given as to the exact
placing of LAMs,

17 15 14 98 7 6 5 1
PIs|E
e e e e "\-I:)NE SPEED Al Y| R| count
: R N|R
Fig. 3.5.

Register packing.
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Fig. 3.6.
Suggested LAM request register.

3.4.4 Subaddress Use. A well thought-out plug-in design makes it far

easier, and hence less expensive, to use. Here, not many designs follow the

recommendation of IEEE 583 that features should be at separate subaddresses.

One must first analyze the function of the module into separate features then

do the detailed specification. An example might be a stepper-motor controller,
A specification, somewhat abbreviated, might be as given below.

« Step Register A(0)--Can be written (WT1) and read (RD1). Contains

twos complement of number of steps to be driven, negative equals

counterclockwise. Action of writing a nonzero number starts motor.

« Speed Register A(1)--Can be written (WT1). This is a 12-bit register
and the positive number written specifies speed in steps/second.

« Acceleration Register A(2)--Can be written (WT1). This 10-bit regis-

ter defines number of milliseconds over which acceleration and
deacceleration to/from defined speed take place.
Note that the subaddress is closely tied to the identified feature. There are
16 subaddresses, and there is no particular merit in cramming everything into
just one of them!

3.4.5 Soft Links. This point relates to hardware, hardware maintenance,
and software. Very often there are several quite distinct ways of using a
module, and often these choices are made with wire links and solder on the

board. That is fine except for two points:
*» Almost always the software cannot check to see if the links are where
they should be.
* When the plug-in is changed out for any reason, there is only a (0.5)N
chance that the N links on the new board are correct.
These problems are overcome if the choices are not made with wire but with
bits in a status register; then the software can set up the plug-in, and it
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will not forget to do so. (Many hours have been wasted because of the lack of
soft links!)

3.5 Software Standards for CAMAC

Software standards for CAMAC took a little while to emerge after the ori-
ginal CAMAC standard. Many approaches were taken in different institutions
and the initial attempts at standardization were not good. This was because
basically they were academic exercises rather than practical standards. The
first attempt was published in the CAMAC Bulletin in November 1972 as a pro-
posal for a CAMAC language. Fixing on the idea of a language turned out to be
a mistake, and indeed the idea carried over to the first standard: IML, which
stood for Intermediate Language. 1In fact, it was the definition of the seman-
tics for adding CAMAC facilities to a language with an example of the syntax.
The three standards I will discuss are all additions to existing languages.

In adding CAMAC to an existing language, one has three choices of overall
approach:

e Add CAMAC to the Tlanguage using its general syntax rules. This

approach means writing a new compiler or modifying an existing one.

* Add CAMAC in a simpler manner so that a preprocessor to the compiler
can take the CAMAC statements and expand them as necessary into
standard Tanguage statements. This approach is usually used with
assemblers.

* Add CAMAC calls using the standard subroutine or procedure call mech-
anism of the language. In this case, one adds procedures or subrou-
tines to the run-time library.

3.5.1 Real-Time Basic For CAMAC. This is now in its third revision as
it is kept in step with the standardization of Real-Time Basic. The intent is
to produce a version of the language that requires a new compiler or inter-
preter. The approach is to declare "names" as PROCESS or CAMAC variables, so
that in the body of the code the CAMAC registers can be easily and legibly
referenced. The I/0 data format also needs to be declared. Finally, CAMAC
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LAMs can be defined as events to be waited on in WAIT statements. Examples of

these declarations are

400 PROCESS INPUT WEIGHT "CAMAC (1,3,17,0) (F2) (B10)"
410 PROCESS OUTPUT PANEL "CAMAC (,,2,4)(C4)"

420 PRODIM MPX(4)

code.

421 PROCESS INPUT MPX(1) "CAMAC (
422 PROCESS INPUT MPX(2) "CAMAC (,,5,1)"
423 PROCESS INPUT MPX(3) "CAMAC (

+55,0)"

,’5’2)"

424 PROCESS OUTIN MPX(4) “"CAMAC (,,7,0) (F1)"

430 PROCESS EVENT FULL “CAMAC WEIGHT GL3"

In the body of the code, I/0 operations are then written like
600 IN FROM WEIGHT TO G

or

810 OUT TO PANEL FROM H
Earlier versions of Real-Time Basic did not have explicit I/0 operations in the

Also defined is a simple form of block transfer that allows transfers

from/to a single CAMAC address into/from an array.

Control, or dataless operations, take place with a statement 1ike
805 CONTROL MPX(4) ENB.
The defined function codes are

Note the
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ENB
DIS
CL1
CL2
CZ
ENCD
DISCD
cC
CLRCI
SETCI

function code 26,

function code 24,

function code 9 (clear Group 1 register),
function code 11 (clear Group 2 register),
activate the crate "Z" bus,

enable crate demands,

disable crate demands,

activate the crate "clear" bus,

remove "crate inhibit", and

set "crate inhibit".

lack of XEQ, and TST. Q and X can be tested with statements like

850 IF QCAM = 0 THEN 900.

Control of the LAM at the module or system level is achieved with the CONTROL
statement and a new set of LAM-action keywords. These do unify the two ways



of referring to LAMs--the subaddress and the register methods. A statement

example might be

The list

951 CONTROL FULL ENL
of available keywords with their meanings are

ENL

DISL

TEST

CLRL

MENL

MDISL

MTEST

MCLRL

enable LAM, either F(26) at a subaddress or set the appro-
priate bit in the Group 2 mask register A(13), according to
the declaration,

disable LAM, either F(24) at a subaddress or clear the
appropriate bit in the Group 2 mask register A(13), accord-
ing to the declaration.

test LAM request, either F(8) at a subaddress or test the
bit position in the Group 2 register A(14). This test

leaves QCAM=1 if the LAM is set, QCAM=0 if clear.

clear LAM, either F(10) at a subaddress or clear the bit in
the group 2 register A(12).

module enable LAM using the subaddress for overall control,
see Sec. 2.3.

module disable LAM, overall control.
test LAM in the module, overall test.

clear all LAMs in the module.

Finally, there are some bit string facilities as extensions to the standard and

also some facilities concerning LAM graders that are programmable.
In summary, Real-Time Basic for CAMAC is an attempt to remove the I/0

aspects to the declaration phase and to use simple I/0 statements in the main

body of code.
the general deficiencies of BASIC, Real-Time Basic for CAMAC does provide a

useful standard.
by ESONE.

This makes it a l1ittle inflexible for simple systems but, given

Its status is that it was only recently approved in Europe

It is awaiting approval in the US.
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3.5.2 Subroutines for CAMAC. This document defines a set of subroutines

to be provided as part of the run-time system of a language to give full CAMAC
access. Like Real-Time Basic for CAMAC, one has to declare CAMAC registers.
These are packed into a variable supplied in the call. This looks like, in
Fortran,

CALL CDREG (ext,b,c,n,a)
The declaration can be unpacked with

CALL CGREG (ext,b,c,n,a)
Single CAMAC actions are defined with

CALL CFSA (f,ext,int,q)
or CALL CSSA (f,ext,int,q)

Here int is an integer expression or integer array that contains the data
to be transferred or receives the transferred data. These data are 24 bits.
CSSA carries out the same operation but with the data word limited to the com-
puter word length, usually 16 bits. The parameter g returns the Q response of
the transfer,

By now it may be becoming clear that the routines all start with the let-
ter C, and that the second letter gives the subroutine type. The remaining
letters are a mnemonic of the routine function.

The defined meanings of the second letter are

"C" indicates that the subroutine performs a control function;

"D" indicates that the subroutine is a declaration of a CAMAC entity;

"F" jndicates that the subroutine transfers full-length (24-bit) data
words;

"G" indicates that the subroutine analyzes a named CAMAC entity into
its address components;

"S" jindicates that the subroutine transfers short (less than 24-bit)
data words; and

"T" indicates that the subroutine tests the state of a signal or
status indication.
There is a set of subroutines to set, clear, and/or test; initialize (Z),
clear (C), and inhibit (I).
The problem that often arises with adding CAMAC to existing languages and
compilers is that the language does not usually have facilities for asynchro-
nous processes--for example interrupt response code. This is certainly the
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case with Fortran. Subroutines for CAMAC allow for LAMs to be declared down to
the subaddress or bit-position, as in Real-Time Basic for CAMAC. This is done
in a similar way to CDREG with a call
CALL CDLAM (lam,b,c,n,m,inta)

The information is encoded in the variable "lam". The parameter m is a subad-
dress if zero or positive, a negative bit position if negative. The parameter
inta is an implementation dependent array that contains other implementation-
dependent information for the LAM declaration.

Once declared, the LAM can easily be enabled and disabled (CCLM), tested
(CTLM), and cleared (CCLC) with simple calls.

Using the call,

CCLNK (1am, label)

the program can identify the service routine for a particular LAM to the sys-
tem. From that point, if the LAM is enabled, whenever it occurs the main pro-
gram will be stopped, registers will be saved, and execution will start at the
label defined. This code will return controel to the system when it has fin-
ished dealing with the interrupt. The method by which the interrupt-response
code communicates with the main code is outside this standard and up to the
systems implementer using the facilities of the operating system.

0f all the software standards, Subroutines for CAMAC has by far the most
complete set of routines for block transfers. In fact, it covers all the Block
Transfers defined in IEEE 683; however, some aspects of the calls are system
dependent, which is an unfortunate aspect of the lack of standardization of
operating-system interfaces. These will be covered in more detail later.

In summary, the Subroutines for a CAMAC document provide a good framework
for adding CAMAC features to an existing language system. One should note that
there is no need to implement more routines than are needed in a particular
situation.

3.5.3 CATY. CATY is a language developed specifically for CAMAC pro-
gramming. It developed from the need to provide CAMAC test engineers an easy
facility for programming small 1loops to check out CAMAC plug-ins. For.
oscilloscope-triggering reasons, the CATY system compiles the code and then
runs it rather than dinterpreting it 1line by line, resulting in much faster
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execution. The syntax and semantics are taken from BASIC but the following
major changes have been made:
e Data defaults to 24-bit unsigned integer.
e« Only simple mathematical functions (+,-,*,/) are supported.
+ Bit manipulation has been added (&,IOR,EOR).
s+ Shift operations are included (UP,DOWN).
e CAMAC statements have been added.
s+ String substitution for CAMAC addresses has been added.
s+ Interrupt routine facilities have been added.
* The ability to link Fortran subroutines with the CATY system and
to call these routines has been added.
e« Access to the Q and X response of the last operation has been
provided.

In addition, some other changes have been made, as necessary, for data-
acquisition systems, for example, access to time and date as well as general-
stream I1/0.

CAMAC address definitions look 1like

EXP1 = 1,1
DMA =1,1,3
SCALER = EXP1,12

SCALER2 = 1,1,13,0
The address is branch, crate, station, subaddress. CAMAC operations in the
Code then look like

WT1 SCALER,0,A (= WT1 1,1,12,0,A)

RD1 SCALER2, B

CLM SCALER
where A and B are variables to be written from or read into. Note the struc-
ture that can be included in the address definitions. These definitions have
two advantages: First, the code can easily be made to "talk" to a different
module; second, the code can be far more readable.

One can use a "PEEP" statement in a CATY code for debugging. This state-
ment will cause the running code to halt and print out all the single variables
and their current value. With simple commands, one can then examine arrays
and continue execution of the program or get back into command mode to make
changes.
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Interrupt routines Took Tlike
INTR b,c,n

EXIT

except that the ability to specify b,c,n assumes the ability of CATY to deter-
mine which station is interrupting--other systems information that CATY can
determine might well be in this field, and it may then be up to the interrupt-
response routine to determine which of a group of plug-ins caused the inter-
rupt. The interrupt code between INTR and EXIT must, at least, clear the
interrupt. The b,c,n may be replaced by a named CAMAC address, for example,

INTR SCALER

A feature needed for CAMAC-set-up DMA is access to variable or array

addresses. This is done as follows:

WT1 DMA,2,0B
which will write the address of B to the DMA unit already defined. This puts
a restriction on CATY that its internal storage of 24-bit data must be compati-
ble with the DMA unit.

An example program is

10 MODULE = 1,1,3

20 LIGHTS = MODULE,1

30 SWITCHES = MODULE,OQ

40 RD1 SWITCHES,N

50 FOR I =1 to N

60 WT1 LIGHTS,I

70 NEXT 1

80 GO TO 40
Having run this program, one might get back into command mode and, to demon-
strate interrupts, type

15 LAM = MODULE,O

90 INTR LAM

100 CLM LAM

110 PRINT "I GOT A LAM"

120 EXIT
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Another legal program is
10 MODULE = 1,1,N,A
20 PRINT "ENTER MODULE STATION NUMBER",

30 INPUT N
40 FOR A =0 TO 15
50 FOR F =0 TO 31

60 FF MODULE,B

70 IF CAMX PRINT "LEGAL OPERATION F = ",F,"A=",A

80 NEXT F

90 NEXT A

100 GO TO 20
This demonstrates the ability to put variables in for CAMAC addresses and func-
tions. To make the program more robust one might type

33 IF N<1 STOP

36 IF N>22 GO TO 20

In practice, CATY is .excellent for plug-in testing and simple data-

acquisition systems but starts to run out of steam as a language in which to
express complex ideas or as a language to code programs that have to run
extremely fast. Its primary merit is that it makes CAMAC programs extremely
easy to write and test, most important for fault finding or for users to do
their own data-acquisition programming. CATY has been standardized by the UK
CAMAC Association at two levels: CATY1 and CATY2; these documents have been
adopted by the European CAMAC Association. It is used for prototype and pro-
duction module testing by all the UK CAMAC manufacturers and, indeed, some US
manufacturers.

4. THE CAMAC PARALLEL BRANCH

4.1 Introduction

IEEE 596 defines a parallel branch used to connect between one and seven
crates to a computer through a branch driver. This is shown schematically in
Fig. 4.1. The basic standard defines the cable, connectors, signal standards,
and the use of the signals so that different crate controllers and branch
drivers can all work together, the very essence of a standard. As an appendix,
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TERMINATION UNIT the crate controller Type A-1 is

BRANGH HIGHWAY defined and, indeed, until recently

(PARALLEL HIGHWAY)

it was the only controller available

-

t OF 7 CRATES

CRATE CONTROLLER for this branch. Now the definition
BRANCH_ HIGHWAY has been slightly extended to incor-
(PARALLEL MIGHWAY)
ﬁ porate the ACB and request-grant
mechanism, thus defining the Type A-2
10F 7 CRATES U*——can: CONTROLLER controller

l.——auucu HIGHWAY

(PARALLEL HIGHWAY)

(] 4.2 The Signal Lines
D je— BRANCH DRIVER

(PARALLEL WWY DRIVER)
AND TERMINATION

Table 4.1 lists the signal lines

on the branch. Each signal has two

Fig. 4.1. wires, a signal path, and a return

The CAMAC parallel branch. path; thus the cable is made up of
66 twisted pairs.

Table 4.1

SIGNAL LINES AT PARALLEL BRANCH PORTS

Signal
Title Designation Generated by Lines Use
Command Crate address BCRY - BCR7 Branch driver 7 Each line addresses one crate in the branch
Station number BN1, 2, 4, B, 16 Branch driver 5 Binary coded station number
Subaddress BAl, 2, 4, 8 Branch driver 4 As on Dataway A lines
Function BF1, 2, 4, 8, 16 Branch driver 5 As on Dataway F lines
Data Read/Write BRWT - BRW24 Branch driver W or 24 For Read data, Write data, and Graded-L
Crate controller R, GL
Status Response BQ Crate controller 1 As on Dataway Q line
Command accepted BX Crate controlier 1 As on Dataway X Tine
Timing Timing A BTA Branch driver 1 Indicates presence of command, etc.
Timing B BT81 - BTB? Crate controller 7 Each line indicates presence of data, etc.
from one crate controller
Demand handling Branch demand BD Crate controller 1 Indicates presence of demand
Graded-L request B6 Branch driver 1 Requests Graded-lL. operation
Common control Initialize BZ Branch driver 1 As on Dataway Z line
Reserved BV6 and BV? 2 For future requirements
Free BV1 - BVS 5 For nonstandard user requirements

NOTE: Cn individ*al return line is provided for each signal line. Two lines are provided for a connection to the shield, if any, of the parallel
ranch cable.
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4.2.1 Crate Address BCR1 - BCR7. These seven signals are assigned one to

each crate on the branch. Each crate controller must have a suitable switch to
select its crate number and this setting must be visible on the front panel.
Thus one can choose to address any or all crates at once, and we will see that
facilities exist so that one can address any selection of plug-ins in a system
at once.

4,2,2 Station Number BN1,2,4,8,16. These five lines address the station
number of interest, and are decoded in the crate controller so that the partic-

ular N line(s) can be asserted. The 32 possible codes are assigned as shown in
Table 4.2. Apart from normal station numbers, N(0) is reserved, N(24) address-
es stations selected by a previous operation, N(26) addresses all normal sta-
tions, and N(28) addresses the crate controller. A1l these operations generate
a dataway cycle. N(30) also addresses the crate controller but does not gener-
ate a cycle; thus, no other module in the crate can be aware that anything has
happened.

4.2.3 Subaddress BA1,2,4,8 and Function BF1,2,4,8,16. These correspond
directly to the dataway lines.

Table 4.2

STATION NUMBER CODES USED IN CRATE CONTROLLERS

N Code Use B, S1, and S2 Remarks
N(O} Reserved
N(1) - (23) Address the corresponding yes
normal station
N(24) Address preselected normal yes Normal stations
stations occupied by the
controller need not
N(26) Address all normal stations yes be addressed
N{28) Address crate controller only yes
N(30) Address crate controller only no No dataway operation

N(25, 27, 29, 31) Reserved
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4.2.4 Read/Write BRW1 - BRW24. These are bidirectional lines, unlike the
dataway lines, used to save cable and connector costs. In read operations they

correspond to the dataway read lines, in write operations to the dataway write
lines. Finally, they carry the Graded-L (or Graded LAM) information during a
graded LAM read operation, of which more later.

4.2.5 Response BQ and Command Accepted BX. These are the same as the
dataway signals.

4,2.6. Timing A,BTA and B,BTB1 - BTB7. The branch timing signals control
the timing of all branch operations. The branch driver initiates an operation
by a signal on the BTA line and all addressed crates respond with signals on

their individual BTB lines. Each crate that is on-line must generate a BTB=1
on its BTB line so that the branch driver can know which crates are on-line.

A branch operation is divided into four phases as shown in Table 4.3. In
the first phase, the branch driver establishes all the lines appropriate and
then waits to allow for skew. In the second phase, it sets BTA=1. All con-
trollers then respond to the other lines on the branch; if that particular con-
troller is addressed, it initiates the operation--usually a dataway cycle. It
then, at S1, establishes BX, BQ, and BRW if it was a read operation and then
sets its BTB from 1 to 0. The end of this phase is when the branch driver
detects that all addressed controllers have set their BTB=0. Phase three con-
sists of the branch driver waiting to allow for skew and then accepting the
data set by the controller (BQ, BX, and BRW if a read). The final phase, four,
closes down the operation with the branch driver setting BTA=0. When the con-
troller sees this, it completes the dataway operation, removes its data from
the branch and sets its BTB=1. The branch driver waits for all addressed
BTBs=1 and then removes command and write data to close the cycle. Alterna-
tively, at this point, a new cycle can be started.

4.2.7 Branch Demand BD. This single line is asserted by any crate that

has a LAM waiting service. This signal can be as a result of any logical func-
tion of the L lines. There is a restriction on timing in that the propagation
delay through the controller and any auxiliary LAM-handling modules must not
exceed 400 ns. Also, the BD line-driver transition time must be in the range
100 #50 ns to avoid noise effects as the BD line can be asserted at any time.
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Table 4.3

SEQUENCE OF COMMAND MODE OPERATION

Phase

Action
in Branch Driver

Timing Signal
Change and Direction

Action
in Crate Controller i

Branch Operation

(1) Establishes branch command
(and write data)

(2) Compensates for skew

(1) Initiates dataway operation

(2) Establishes BQ and BX (and
read data on parallel branch
or write data on dataway)

=
l 0 BTB, g
1 [
T
[ -4
=
(1) Waits for BTBy = 0 from all =
addressed crate controllers [
o«
=
(2) Compensates for skew ol
L
[ -
[— ]
(3) Accepts BQ and BX (and
read data) l
BTA 1 0
1
(1) Completes dataway operation
(2) Removes BQ and BX (and read
data) from parallel branch
0 BTB1

—

(1) Waits for BTB4 = 1 from all
addressed crate controllers

(2) Removes command (and write
data)
or
Begins Phase 1 of next
operation.

NOTES: (1)
(2}
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4.2.8 Graded-L Request BG., The branch driver initiates Graded-L opera-
tions by generating BG along with BCR for each on-line crate. Each addressed
crate controller generates a 24-bit Graded-L word on the BRW Tlines, and the
branch driver then reads the OR of these words. The dataway L signals of each
crate therefore need to be selected and assigned to the appropriate bit of the
Graded-L. word. The A-1 controller extends these facilities as we will see.

Table 4.4 indicates in a way similar to Table 4.3, the logical sequence
of operations in a Graded-~L operation.

4,2.9 Branch Initialize BZ. This signal has priority over all others on

the branch, and crate controllers must generate an initialize cycle in the
crate in response to this signal. No other signals are generated with it and,
to avoid noise effects, the branch driver must maintain it for at least 10 us
and must not generate any branch operation for 5 us after removing BZ. The
crate controller assumes BZ is true after integrating it for 3 #1 us.

4,2.10 Dataway Clear and Inhibit. Crate controllers must have some
facilities for setting and clearing these lines.

4.2.11 Reserved and Free Lines BV1 - BV7, BV6 and BV7 are reserved for
future allocation, whereas BV1 - BV5 are available for use in systems. How-

ever, reliance on their use does introduce incompatibility into plug-ins con-
trollers and branch drivers; thus, their use should be embarked on only with
care.

4,2,12 Timing Summary. Figures 4.2 and 4.3 summarize the timing and
relationships for branch read and branch write operations. The diagrams
attempt to show the transmission delays along the branch. It will be noted
that the branch operation is a handshake operation so that the length of the

branch or delays in the crate controller will not jeopardize reliable operation
of the branch. This is not the situation on the CAMAC crate, where a module
either responds or the operation fails.

Looking at a branch read operation, Fig. 4.2, it starts with the branch
driver asserting, as required by the particular operation, the BCR, BN, BA, and
BF lines. After a deskew time, the asserting of BTA indicates to the addressed
controllers that they must act on the state of these lines. The BTA signals
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Table 4.4

SEQUENCE OF GRADED-L OPERATION

Action Timing Signal Action
Phase in Branch Driver Change and Direction in Crate Controller i
(1) Establishes BG and BCR for
on-1ine crates
12) Compensates for skew
B8TA T 0
——
1
Establishes GL information on
parallel branch
l 0 BTB
-—
=
IE
b (1) Waits for BB = 0 from a3l
iy addressed crate controllers
[- -4
[—3
S {2) Compensates for skew
E—]
[~ )
= . .
E (3) Accepts GL information
o0
BTA T 0
1
Removes GL information
i 0 BTB
-
1
(1) Waits for BTB3 = 1 from all
addressed crate controllers
| |
t {2) Removes BG and BCR [
| or
i Begins Phase 1 of next I
1 operation !
| |
NOTES: (1) Throughout the operation BG = 1.
(2) Command signals BN, BA, and BF are ignored.
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Fig. 4.2.
Timing of a branch-read operation.
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will be seen by the controllers after a transmission delay. After an internal
delay to allow for decoding, the controller initiates a CAMAC cycle, and at the
start of S1 the controller gates the R lines to the BRW lines and Q X to BQ and
BX. At the same time, the controllers respond with their own BTB. When the
branch driver has all the expected BTB responses, it clocks the BRW, Q and X
lines and then sets BTA=0. The controller responds to this by completing the
dataway cycles and then setting BTB back to a 1. When the driver sees all
addressed crates' BTBs=1, the cycle is over. A typical parallel branch opera-
tion, including the CAMAC cycle, is 1.6 us.

Figure 4.3 shows the branch cycle for a write operation; this differs from
Fig. 4.2 in that only the BRW lines are set by the branch driver in Phase 1 of
the operation,

4.3 The Connectors

The connector chosen for the parallel branch was a 132-way Hughes con-
nector shown in Fig. 4.4, together with the way sockets have to be mounted on
the front panel of a crate controller. Being such high-density connectors,
they and the cable are expensive and do at times give problems.

4.4 Electrical Signal Standards

A11 units attached to the parallel branch must conform to the signal
standards. Because it is a bus structure, the outputs driving the branch must
be wire OR'ed and this is usually an open-collector line-driver. If no unit is
trying to set the line to a "1" that is, 0 V, the terminator will maintain it
at ~4 V., Table 4.5 defines the I/0 circuits attached to the highway as well
as the terminator. The BD, BTA, and BTB signals must be generated from sources
that define the transition time, 100 50 ns. It is recommended that the
branch be terminated at both ends. Finally, an off-1ine crate controller must
not generate any signals on the branch; if it is not powered, it also should
not hold any lines down to the "1" state.

The parallel branch is not driven in a balanced way; therefore, it does
have a length limitation (40 to 100 m), but it is heavily dependent on the
cable used and on the noise environment. This length restriction can be eased
by using a converter of balanced drivers and receivers at each end of the long

lengths of branch cable.
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THESE EDGES ARE SHOWN
FOR CLARITY ONLY AND ARE
NOT RIGIDLY DEFINED.

TT. X
—

I

I

>

E—OF

==

VIEW Y-Y

Note: 1. For information only (See Sec. 6).
A Fixed Connector--Socket body without jackscrew.

B Free Connector--Pin body with jackscrew.
C Hood--Recommended assembly with cable entry adjacent to Contact 1.

Fig. 4.4,
Parallel branch ports: arrangement of connectors on crate controllers.
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Table 4.5

SIGNAL STANDARDS AT PARALLEL BRANCH PORTS

Condition at Logic Absolute Recommended
Parallel Branch Ports State Limits Values
Inputs
(1) Voltage range 0 +2.4 V to +5.§ v
accepted by unit 1 0V to+1.2V
(2) Maximum current supplied 0 0,3 mA
by unit 1 +1,6 mA +0.3 mAb,d
(#0.3 mA for crate
controller Type A-1)
Qutputs
(3) Voltage range 1 0OV to+5V 0V to+0.,3V
generated by unit
(4) Minimum current c 1 127 mA 133 mA
sinking capability
Termination
(8) Open-circuit voltage 0 +4,5 V maximum +4,.1 V preferredd
{6) Short-circuit current 1 50 mA max imum
(7) Terminating impedance 100 Q preferredd
Paralliel Branch
(8) Characteristic impedance 70 Q minimum 100 @ maximumd

aHigher than TTL voltage levels provide an increased noise margin taking into account cable losses and
reflections due to mismatches.

Dlow input currents result in smaller reflections. Receivers with high input impedance may feed current
into the line or draw current from the line.

CThe current sinking capability is given by

Vo - Vout Tow . g1 N
2;: * i - : s
in low 133 mA recommended minimum

where Vg = 4.5 V maximum open-circuit voltage

127 mA absolute minimum

0.5 V absolute } maximum Jow state output

Vv =
out Tow { 0.3 V recommended
7 = 70 @ minimum characteristic impedance

voltage

Iipn 1ow = 1.6 mA maximum Tow state input current.

dRecommended values refer to a set of design values for a preferred terminating circuit.



4,5 Crate Controller Type A-1

The A-1 crate controller is defined to work on the parallel branch but is
not the only controller that can be used on a parallel branch. It is clearly
required to operate within the standards IEEE 583 and IEEE 596. Figure 4.5
shows schematically the A-1 controller.

The front panel must have the following features and no others that might
affect interchangeability.

(1) Two Hughes parallel branch connectors.

(2) An indication of the crate number. There must be no easy access to

the switch, on or through the front panel.

(3) A means to set the controller off-line.

(4) A coaxial connector connected to the inhibit line.

(5) A way to manually initiate a dataway initialize or a dataway clear

sequence. This is only effective in the off-line state, and this must
be indicated.

4,5.1 Data Signals. When the crate controller is on-line and addressed,

and the station number is not N(30), it must transmit the read lines to the BRW
lines for a read command. During write operations and for stations other than
N(30), it must transmit the BRW lines to the W lines of the crate. It is
recommended that the crate controller gate the BRW 1ines to the R and W lines
only when it is addressed, on-Tline, and for other than Station 30. It can be
more selective in its gating if desired. For the A-2 controller, this gating
is mandatory.

4,5.2 Command Signals. ‘The A-1 controller should condition the BN, BA,
and BF T1ines by integration or staticizing at time BTA 0+1 to protect the

dataway command lines from the effects of noise on the branch. The controller
must decode the BN lines and must assert the appropriate N line(s). When Sta-
tion 26 is decoded, all N lines, N1 - N23, must be asserted. When Station 24
is decoded, the controller must assert the N lines 1 - 23 according to the con-
tents of a 23-bit station number register (SNR). This is loaded by the command
N(30), A(8), F(16), and BRW1 corresponds to N1. The SNR is not reset by the
initalize sequence, Z.
Table 4.6 Tists commands that must be implemented by the A-1 controller.
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Table 4.6

COMMANDS IMPLEMENTED BY CAMAC CRATE CONTROLLER TYPE A-1

Command

Action N A F Response
Generate Dataway Z 28 8 26 BQ =0
Generate Dataway C 28 9 26 BQ =0
Read GL 30 0to7 0 BQ = 1
Load SNR 30 8 16 BQ = 1
Remove Dataway I 30 9 24 BQ =0
Set Dataway I 30 9 26 BQ =0
Test Dataway I 30 9 27 BQ = 1if I =1
Disable BD output 30 10 24 BQ =0
Enable BD output 30 10 26 BQ = 0
Test BD output enabled 30 10 27 BQ = 1 if BD enabled
Test demands present 30 11 27 BQ = 1 if demands present

4.5.3 Demand Handling. The Type A-1 controller provides only minimal
facilities for LAM handling. On the back of the controller is a 52-way double-
density Cannon socket to which is wired directly the 23 L lines from stations

other than those occupied by the controller. Any unit plugged into the socket
can then sort, grade, or mask the L-lines at will and can present up to 24
graded LAMs back to this socket. The controller will gate these lines into the
BRW lines when a graded-LAM operation occurs. It will also OR these lines to
form an "internal-demand" signal that can be inhibited by a Tine from the rear
52-way connector, "inhibit internal D". The "external D" line at this con-
nector is provided in case the LAM grader is to generate the "OR" to its own
needs. In that case, it inhibits the idinternal demand by setting "inhibit
internal D"=0. Finally, the controller makes available two signals, N(28) +
N(30) and G(TA+TB). The first is so that the LAM grader can be addressed at
N(28) or N(30), thus avoiding the need to know the station into which it is
plugged. The LAM grader can differentiate between the two because with N(28)
js generated B, S1, and S2 whereas with N(30) they are not. The second signal,
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G(TA+TB) (TA is the BTA signal gated with "this controller addressed", likewise
for TB), is to indicate to the LAM grader that the graded LAM information is
needed. It then has 350 ns in which to present it to the GL lines.

Thus the system builder has full freedom to OR station LAMs from one or
many crates onto a single GL line, or simply wire Ls to any selected GL. Note
that there are only 24 separate GLs on a branch, although one can read them out
crate by crate. The simplest LAM grader is simply a plug that wires the Ls of
interest to a selected GL. The most complicated LAM graders provide a mask
register for the LAMs and then the ability for software to patch these LAMs to
any selected GL line. The idea of LAM grading arose out of high-energy phys-
ics, where one had but a small number of possible LAMs in a large system and
they did not particularly relate to the module. In other systems, the LAM
usually reflects the needs of the station that generated them, and so they
should not be graded at all.

4,5.4 The EC 370. This is a LAMs grader designed by the Daresbury Labo-
ratory. This grader provides a 23-bit LAM mask register, a 23-bit LAM request
register, and a 5-bit encoded left-most LAM request register. The LAM mask
register allows system software to mask off individual LAMs without knowing

the particular design of the modules concerned. In response to the graded LAM
operation, the EC 370 asserted the GL bit, corresponding to the crate in which
it was if it had an unmasked LAM. Using this LAM grader, the branch graded-LAM
operation would result in a 7-bit pattern of interrupting crates. Choosing
one of these to read out the enclosed left-most LAM request register will then
give, in two operations overall, the interrupting station, encoded. I use this
module as a familiar example. This LAM grader served as the model for the
serial LAM grader of which more later.

4.5.5 Summary. The parallel highway has the merit of speed and inexpen-
sive controllers, but the disadvantage of expensive cable. It does provide a
high-speed system for attaching up to seven CAMAC crates to a computer. If
more crates are needed, then further branches must be implemented. Apart from
the cable cost, there are limitations on the length of the branch and, because

it is a handshake system, the longer the branch, the slower will be the cycles
on that branch. Although LAM graders have not been even recommended for the
parallel branch, in general the LAM graders implemented have emphasized patch-

ing of LAMs to GLs rather than rapidly finding the interrupting station. €9



5.  THE CAMAC SERIAL HIGHWAY

5.1 Introduction

The CAMAC serial highway is a highway for connecting between 1 and 62
crates to a single controller. It consists of a unidirectional loop that
begins and ends at the serial highway driver and passes through each serial
crate controller. There is no requirement that equipment connected to the
serial highway be CAMAC, so long as it conforms to the serial-highway protocol.
The highway can be either bit or byte serial, and in addition to data lines,
there is a clock line making, in all, two or nine twisted pairs in the highway.

The serial highway is defined primarily in terms of message formats, pro-
tocols, and signal standards at the defined I/0 ports, the D-ports. These sig-
nal standards can be changed by external units to suit particular transmission
requirements. The external units are termed undefined port adaptors or U-port
adaptors.

Finally, we will Took at the recommended serial crate controller Type L-2.

5.2 Serial Highway Messages

The serial highway message consists of bytes (8 bits) of information
traveling around the serial loop. The message starts with the first byte with
Bit 7 a zero and the last byte of the message has Bit 7 a one. Any space or
other bytes pumped round the serial highway that do not form part of a message
must have Bit 7 set to one. Thus, any device on the serial highway can break
down the traffic into messages without knowing the format for the messages.
Clearly, it has to know the format for messages to which it must respond, so
that controllers on the serial highway know which messages are addressed to
them. The first byte of any message is defined to contain the crate number.
Every device on the highway has a unique crate number assigned;’but the delim-
iter bit, Bit 7, means that it need not know the format of messages not
addressed to it. Figure 5.1 shows the general format for a serial highway
message. The header byte contains the address and is the first byte with
Bit 7=0. In all bytes, Bit 8 is the parity bit and is set to maintain odd
parity in the byte. This leaves 6 bits per byte for message or text. The
last byte of the message has Bit 7=1; the parity bit is maintained, and the
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Previous message (Delimiter Byte)
or Intermessage WAIT

MSB 4 LSB
8 7 6 5 4 3 2 |
1] L 1 ) “
HEADER BYTE| P | © ADDRESS
i o] ren
VARIABLE ~ Fig. 5.1.
LENGTH = 4 MESSAGE Basic message format.
TEXT
l 0 TEXT
DELIMITER BYTE| p | |
v

* NB-3338

Following message (Header Byte)
or Intermessage WAIT

remainder of the byte is set for longitudinal even parity. In this way there
is excellent error detection on the transmitted and received messages in the
system.

How are bytes actually transmitted on the wires of the serial highway?

This transmission is different, depending on whether the mode is bit or byte
serial. In byte-serial transmission, 8 bits are clocked by the clock, the
ninth signal, so that byte synchronization is easily maintained. 1In bit serial
mode, one signal is clock, the other is data. Thus, to be able to extract the
bytes out of the stream of bits, some form of byte synchronization technique
needs to be implemented. Two techniques are commonly used:

1. Transmit a known synchronization byte that will uniquely determine
the byte frame. For example 11110000 will do this, 11001100 will
not--there being two possible byte frames in such a stream. Once syn-
chronization is achieved, it can be maintained by counting. Clearly
the synchronization byte must be prohibited as the first byte of a
message.

2. Provide synchronization on a per-byte basis by transmitting extra bits
with each byte. This technique is used in the serial highway and is
similar to that used in asynchronous terminals such as VT100s. (The
difference is only that the terminal generates its own clock, knowing
the speed. In the serial highway, the clock is transmitted so there
is only a single speed adjustment in a system).
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Figure 5.2 shows the bit stream of a bit serial system. Two extra bits
are added to each byte: a start bit, which is zero, and a stop bit, which is a
one. Further, if there is a gap between bytes, the signal line must remain at
a one state. Thus using the synchronization byte 11100000, the 1-to-0 transi-
tion indicates the start of a byte on the line.

5.3 Electrical Characteristics of the Highway

The signal and clock standards are defined to be exactly those of the
Electronic Industries Association Standard RS 422 and CCITT Standard X27. This
standard defines a balanced driver and receiver connected by a twisted-pair
cable of 100-Q nominal impedance. Integrated circuits are available for
transmitting and receiving these signals, much simplifying design and construc-
tion. The balanced transmitter is shown in Fig. 5.3. It will be seen that the
two outputs are driven in opposition to each other in such a way that the aver-
age voltage on the lines is approximately zero regardless of signal transmit-
ted, that is, balanced.

Table 5.1 shows the basic specification of an RS 422 balanced transmitter.
In summary, it specifies that the average of the two outputs should be at least
2 V or 504 of the maximum single line voltage, whichever is greater. This
average should not vary by more than 0.4 V as the output changes state, and the
voltage between the lines should not vary in magnitude (it will reverse sign)
by more than 0.7 V also. The remainder of the table is self-explanatory.

Table 5.2 indicates the basic specification for a balanced receiver. The
interesting point, to me, is that the maximum common mode voltage, line to
ground, is defined as 10 V, which is not too much for long lines. Clearly,
some optical or other isolation would greatly improve reliability.

5.4 Timing

Within the standard, as we have already seen, there is a system clock that
is transmitted to all devices on the highway on a separate clock-twisted pair.
If the highway is converted to an undefined communication channel for whatever
reason, the clock and data can be encoded onto the same channel and separated
again at the receiving end to re—esfablish the D-port. Five MHz is the maximum
instantaneous clock rate that is allowed in the serial highway system, and any
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Table 5.1

SUMMARY OF CHARACTERISTICS OF BALANCED TRANSMITTER

Qutput resistance line-to-line 100 @ or Tless

Magnitude of open circuit voltage, 6 V or less

Tine-to-Tine [Vo]

Magnitude of open circuit voltage, 6 V or less

line-to-ground [Voa’ Vob]

Magnitude of output voltage, terminated Not less than 2 V or 50% Vg,
in 100 @, line-to-line [Vt] whichever is greater
Magnitude of offset voltage [Vys] 3 Vor less
(Note 3)
Magnitude of difference in [V¢] for Less than 0.4 V

two logic states

Magnitude of difference in [Voq] for Less than 0.4 V

two logic states

Magnitude of short-circuit current, 150 mA or less

line-to-ground

NOTES: (1) The maximum values of the 10 to 90% rise and fall times of signals
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generated by the transmitter when applied to a 100 © resistive

Toad are as follows (where Tyin is the bit or byte period, as

defined in Section 8.3):

+ for clock signals, less than 20 ns or 0.05 Tpipn, whichever is
the greater;

« for data signals, less than 0.1 Tpin.

(2) Where a magnitude is defined, the parameter may be positive or

(3)

negative.
The offset voltage is measured between the center point of a

100 @ test 1load consisting of two resistors, 50 Q + 1% each,
and the generator circuit ground.



Table 5.2

SUMMARY OF CHARACTERISTICS OF BALANCED RECEIVER

Input resistance line-to-line [Rt] (Note 2) 100 @ + 10%
Input impedance line-to-ground, with 100 © termination >4000 @
removed

Magnitude of input voltage, line-to-line, at which receiver >0.2 V
must operate correctly [Vi] <6.0 V

Magnitude of common mode voltage at which receiver must 7.0V
operate correctly [ch] (Note 3)

Maximum magnitude of input voltage, line-to-ground <10.0 Vv

Magnitude of input voltage, line-to-line, without damaging <12.0 V

the receiver (the termination of 100 Q may be removed
for this test).

NOTES: (1) Where a magnitude is defined, the parameter may be positive or
negative.

(2) In EIA RS-422 the use of a cable termination at the balanced
receiver is optional, depending on the specific environment in
which the receiver is used, but is here specified as a mandatory
feature for the balanced receiver used at the SH D-port.

(3) The common mode voltage is defined as the algebraic mean of the two
voltages line-to-ground at the receiver input terminals.

device on the system must operate at any frequency up to a stated maximum,
which may be less than 5 MHz. This means that the standard sets only an upper
limit on the clock frequency, which may well be lower in any system and also
may vary at will so long as the maximum system frequency is not exceeded.
This frequency is the frequency of the slowest device on a particular system or
5 MHz, whichever is less. In a particular system, other considerations may
restrict this frequency freedom more than the standard does.
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Each time any controller receives a byte at its input, it must transmit
one and only one byte from its output. At times this will not be the same
byte. Thus, because bytes cannot be initiated by a controller, we will see
that it is important that the serial highway driver keeps generating bytes even
though it has no transactions in operation.

Figure 5.4 defines, in the top half, the timing relationships at a D-port.
This shows that the data must be clocked in a period around the 0-1 clock
transition and can be between 10% of the minimum clock cycle time before, up to
20% after the transition. Thus it follows that the 1+0 transition defines
the start of a new clock period as in the lower diagram, when, for a short
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F [ (a) DATA EXTRACTION min——
S INTERVAL
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o}
a
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o "o"
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(" I
«— 20.25 Tp;, ——>1¢— 20.25 Tppipy —
‘ e
2 Tmin
{c) DIFFERENTIAL ) ot
DELAY < X < y
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E [(d) OUTPUT CLOCK
o]
Q —l
= —
E >O""Tmm 20.4 Ty
-
2
(@] ' I‘
B m|n
_D
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MAY CHANGE /}3»‘« MUST BE ESTABLISHED ————#

|M-'ﬂ €0.05 Thin

Fig. 5.4.
Timing of clock and data signals at D-ports.
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time, the data lines can change. It will also be seen that the clock mark-
space ratio is defined at the driver port to be no worse than 6:4, whereas the
receiver port must be able to cope with a 3:1 ratio. Also, the differential
delay parameters between input and output must not exceed 5% of the minimum
clock cycle time. The remainder of the degradation is an allowance for the
transmission-line effects. A1l this is necessary to ensure that everything on
the highway will work reliably.

5.5 Data at the D-port

Pins are defined at the D-port for 1 bit-serial signal twisted pair or
8 byte-serial signal twisted pairs, as well as a clock-twisted pair. These
pins are shown assigned in Table 5.3. Also shown are two free-use bus pairs,
which are simply connected through the controller without any internal connec-
tion, a ground, bypass, and loop collapse control, of which more later.

Figure 5.5 shows the use of the free bus lines to turn a serial highway
around and back to the driver through the same cable. With only two bus lines,
this is limited to bit serial systems and it raises another restriction.

The signal is regenerated in each
controller in the system when con-

nected in a Toop, so that the maximum ‘ SINGLE-CABLE
TURN-AROUND SH

loop length can be somewhat greater CONNECTION CONNECTION
than the maximum single hop possible —_——
gle hop p I\ I 2 |
between RS 422 transmitters and Ts BUS1 4l ._w
O =y BIT -
receivers, given the particular cable | | L SERIAL
. O  BIT-SERIAL 3? DATA
and environment. If Bus 1 and 2 are A8in DATA out 51 —> |
used, then the total cable length is | 26 20l
now limited to the maximum signal hop, da Bus2 il o’
because the signal is not regenerated |22 22| ’E{BEK
in BIT- out —? -
on Bus 1 and 2. EE} CLOCK 234 J
D-IN J'!I ‘* %-O%UTT_
PORT
5.6 The Bytes of the Serial Highway L§§;¥¥h8EfE%J
Figure 5.6 shows a breakdown of
Fig. 5.5

the types of bytes on the serial high- Example of the use of BUS 1 and BUS 2

way. These will be dealt with one by contacts at D-ports.
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D-Input Connector

Circuit ground (Earth)

Bus 1 Free use

Bit serial data

or Byte serial LSB
Byte serial Bit 2

Byte serial

Byte serial

Byte serial

Byte serial

Byte serial

Byte serial

Bus 2 Free use

Bit

Bit

Bit

Bit

Bit

MSB .

Bit/byte clock

Bypass control

Reserved for control signal

NOTE: (1) Each balanced-signal input or output occupies a pair of contacts.

in

in

in

in

in

in

in

in

Table 5.3

Contact

w M

~ o (S

w0 o

10
1

12
13

14
15

16
17

18
19

20
21

22
23

24
25

CONTACT ASSIGNMENTS FOR D-PORT CONNECTORS

D-Output Connector

Circuit ground (Earth)

Bus 1 Free use
Bit serial data
or Byte serial LSB

Byte serial Bit 2
Byte serial Bit 3
Byte serial Bit 4
Byte serial Bit 5
Byte serial Bit 6
Byte serial Bit 7
Byte serial MSB

Bus 2 Free use

Bit/byte clock

Bypass control

Loop-collapse control

(2) The even-numbered contact is Terminal A, carrying Signal.
(3) The odd-numbered contact is Terminal B, carrying Signal.
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ALL BYTES

BIT7=1 BIT7=0
DELIMITER BYTES NON-DELIMITER BYTES
PREVIOUS PREVIOUS PREVIOUS PREVIOUS
BYTE BYTE BYTE BYTE
BIT7=0 BIT7=1 BIT7=0 BIT7=1
WAIT BYTE HEADER BYTE
END BYTES 11100000 MESSAiifYTE POCCCCCC
BETWEEN
LAST AST
BYTE BV TE PREVIOUS LAST Sim ALL
OF OF BYYE BYTE END OTHER
COMMAND REpLy |  TRUNCATED COMMAND BYTES
OR COMMAND TEXT
DEMAND
MESSAGE
END BYTE ENDSUMBYTE  ENDBYTE SUM BYTE SPACE BYTE TEXT BYTE
11100000 PIPPPPPP PIXXXXXX POPPPPPP 10111111 POXXXXXX
NOTE P=PARITY BIT,ODD BYTE PARITY, EVEN COLUMN PARITY. C = CRATE NUMBER BITS
Fig. 5.6.

The bytes of the serial highway.

one below, but sufficient to note here is that the primary information is con-
tained in the two underlined bytes on the far right, the header byte and the
text byte. A1l the remaining bytes are associated with synchronization and
error detection.

5.6.1 Delimiter Bytes. These are defined to have Bit 7=1 and conversely
nondelimiter bytes will have 7=0.
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5.6.2 END Byte. This delimiter byte is generated by the serial driver

to terminate a complete command message, in which case 11100000 must be gener-
ated. It is also generated by the addressed controller to terminate a trun-
cated command message. Bit 8 of an END byte must conserve odd byte parity.
A1l unaddressed crate controllers must retransmit received END bytes. The
addressed controller must either retransmit the received END byte of the com-
mand message or replace it by an ENDSUM byte.

5.6.3 WAIT Byte. This delimiter byte is generated both by the serial-
highway driver and by the addressed controllers. The serial driver may gener-

ate WAIT bytes between successive command messages. The addressed controller
replaces certain command sequence input bytes with WAIT bytes. These bytes are
those between the END byte of the truncated command message and the header byte
of the reply message. Also, WAIT bytes are substituted following the ENDSUM
byte of the reply message up to and including the END byte of the command
sequence, if such a gap in time exists. WAIT bytes must have the bit pattern
11100000. This is the same pattern as the END byte, but the context is differ-
ent as Fig. 5.6 shows. The END byte is always preceeded by a nondelimiter
byte; the WAIT byte is always preceded by a delimiter byte, sometimes an END
byte. This pattern of bits has been defined to aid in establishing byte syn-
chronization. Together with start and stop bits, the pattern is 1111000000;
that is, there is a single 1+0 transition in the byte and one 0+1 transi-
tion that uniquely indicates the beginning of the start bit.

5.6.4 ENDSUM Byte. This delimiter byte is generated by the addressed
controller to terminate each reply or demand message. The column-parity'fie1d
(Bits 1 - 6) conserves even column parity from the header byte up to and
including this ENDSUM byte. The delimiter bit is at Logic 1 and Bit 8 con-
serves odd byte parity.

5.6.5 SUM Byte. This nondelimiter byte is generated in the serial driv-
er in the command message. It follows the last TEXT byte and serves, in
Bits 1 - 6, to conserve even column parity from the header byte up to and
including this SUM byte. The delimiter bit is at Logic 0 and Bit 8 maintains
odd byte parity.
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5.6.6 SPACE Byte. This nondelimiter byte is generated in a sequence by
the serial driver between the SUM and END byte of a command sequence. These
bytes provide the time to carry out the CAMAC (or other) operation and the
space for the reply message, together termed the reply space. Clearly, the

space required is a function of whether the highway is operating in bit or byte
mode and its clock speed. Both of these are determined at the serial driver
(and for the mode at the controllers as well); thus, it has all the information
necessary to insert sufficient SPACE bytes. The delimiter bit must be Logic O
and Bit 8 must conserve odd byte parity. It is recommended that the SPACE byte
be 10111111. However, the addressed controller that is expecting SPACE bytes
in the reply space must accept any nondelimiter byte as a substitute for a
SPACE byte. These substitutes need not conserve odd parity.

5.6.7 HEADER Byte. This is the first byte of any message that has
Bit 7=0, Bit 8 conserves odd byte parity, and Bits 1-6 define the addressed
controller (or crate) or the originating controller in the case of demand or
reply messages.

5.6.8 TEXT Byte. These nondelimiter bytes are the body of the message
between a HEADER byte and either a SUM or ENDSUM byte.

5.7 Serial Messages

Having looked at all the kinds of bytes that can be on the serial highway,
how are these used and why are so many different kinds needed? There are four
defined types of messages to be found on the serial highway: command, trun-
cated command, reply, and demand. Only one kind is generated by the serial
driver, the command message. In normal operation, the serial driver never
receives this message, but instead receives a truncated command message and a
reply message from the addressed controller. Finally, as a result of an
unmasked LAM in a controller, that controller can insert a demand message into
the byte stream flowing through it.

5.7.1 The Command-Reply Sequence. A command message is sent to the par-
ticular controller in the format shown in Fig. 5.7. Laid out as a message in
this way, it shows the function of the delimiter bit., The first byte is the
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crate address in the header byte. This byte will already be being retransmit-
ted by the controller when it recognizes that it is being addressed. The seri-
al highway specification recommends that the addressed controller transmit an
end byte followed by wait bytes in place of the remaining bytes of the command
message. This is, however, mandatory on the L-2 crate controller. The MI
field is to aid message identification and Fig. 5.8 shows that, for a command
message, these 2 bits are zero. The first 4 bytes of the message define the
crate, sub-address, function, and station number. For write operations, there
follows 4 data bytes and then the SUM byte. If the byte and column parity are
in order, and the crate is on-line (unless addressed to an internal feature of
the controller), and the controller is not in the bypassed state (see later)
and the MI fields are correct, then the operation is carried out and a reply
sent in the space provided by the SPACE bytes.

MSB LSB
MSB 7 6 5 4 3 2 LFB 8 7 6 5 4 3 2 )
L] R LA T L 1 L v
0 CAATE ADDREsg HEADER BYTE b | O |5C32 SC{|HEADER BYTE
T ———— T ~T T T T
ol m 1 |sus-aooress || o|lo o |sas sallevTe 2
ol %] FuncTioN |}commano blol| 1 |sFie SF1|BYTE 3
o | % |sTATION NUMBER blo|1 [snie sNI|eyTE 4
T ¥ 1) T
0| WRITE DATA b|o [swa swis|BYTE 5 %
1 | T T T
o T e mAT A b | O |swis SWI3|BYTE 6 %
ol wrITE DaTA | wRITE DATA S
o| WRITE DATA (it required) b |o [sw2 sWI|BYTE 7 %
T Y ™ Y T
o| WRITE DATA b|o [sws SWI|BYTE 8 %
~T Y I ] ¥ v T T
0 | COLUMN PARITY SUM BYTE b]O|c ¢ ¢ ¢ ¢ ¢ |[suM BYTE
LE T ¥ L L
v L] T L] Al 9
ol sPACE vpofr v vt Hepace
4L LLBYTES
B & lREPLY SPACE T Tl _As
Y T T Y T REQUIRED
S b A E tlof1 « & 1t 4
ol sPpaceE ‘ L L
I "END  |enpeyTE I{1r]1r o 0o o0 o0 O|enpBYTE

L pELIMITER BITS

BYTE-PARITY BITS b= Odd Byte - Parity Bits

c s Even Column - Parity Bits
% Bytes 5,6,7,8 included if SFI6+| and SF8z0

Fig. 5.7. ' Fig. 5.8.
Command message: field assignments., Command message: bit assignments.
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Figures 5.9 and 5.10 show the bit and field assignments of the truncated
command message. Note that this message has no column parity.

Figures 5.11 and 5.12 show the bit and field assignments for the reply
message. Note that this contains the addressed crate number as the first byte;
indeed, this is a repeat of the command message header byte by definition. The
second byte contains the MI bits set to 01, and the status of the operation is
in the remainder of the byte. SQ and SX are the CAMAC response lines, except
that if the controller is off-line or bypassed, the operation is not carried
out, and the status in the reply message is set to SX=0 and SQ=0 if the crate
is off-1ine and SQ=1 if it is bypassed.

The ERR bit will be covered in more detail later, but basically it indi-

cates that there was some form of transmission error detected by the addressed

MSB LSB
8 7 [ . 5 4 3 2 ]
v L L) T 1 1 § T L]
b | O [5€32 SCI{ HEADER BYTE O | CRATE ADDRESS |(HEADER BYTE
T T T T T T T T
| l I O O O O O |ENDBYTE | ! END v END BYTE
| L oeLimiTeR BITS
BYTE-PARITY BITS
Fig. 5.9. Fig. 5.10.
Truncated command message: bit assign- Truncated command message: field
ments. assignments.
MSB LSB MSB LSB
8 76'5'4'3'2'I 8 7 6r5'4'3'2r|
b | O|§€32 SCI|HEADER BYTE 0 CRATE ADDRESS HEADER BYTE
b| O] O 1 [DERR S¢ SX ERR]BYTE 2 OIM 1 STATUS STATUS BYTE
b | O |shes sRS{BYTE 3% o| READ DATA |
T mJ L] ¥ v T Y T Y
b | O |SRI8 SRI3|BYTE 4 % 0 READ DATA | ReAD DATA
b|o [ski sk7|ByTE 5 % ol READ DATA (it required)
b| o |ske SRI|BYTE 6 % ol REaAD DATA
bll}ec ¢ ¢ ¢ ¢ ¢ |ENDSUMBYTE | | cOLUMN-PARITY |ENDSUM BYTE

Fig. 5.11.

Reply message:

bit assignments.

Y L peLimiTER BITS
L BYTE-PARITY BITS

Fig. 5.12.
Reply message:

field assignments.
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controller. The DERR, Delayed Error, is the error bit of the previous reply
message generated by the controller, the use of which we will see later. Nat-
urally, the reply message for read operations will also contain the data read;
finally, an ENDSUM byte delimits the message and provides column parity.

Figures 5.13 and 5.14 show the bit and field assignments of the demand
message. The header byte identifies the crate reporting the LAM, whereas
Byte 2 has the MI field, in this case only Bit 6, set to a 1 to identify this
as a demand message. In both the command and reply MI field, Bit 6=0. The
remaining 5 bits of Byte 2 contain information to identify the individual CAMAC
plug-in. The message is completed with an ENDSUM byte to provide the column
parity and to delimit the message.

Now let us look at how these messages work together around the serial
highway. Figure 5.15 shows a command-reply sequence for a CAMAC control opera-
tion. On the left is the sequence of bytes pumped out by the serial highway
driver. Each controller on the system examines the first nondelimiter byte,
following one or more delimiter bytes, to see if its controller address is the
header byte. If it is not, the controller remembers that a message is now
passing through until it sees the next delimiter byte. If the address does
match, the controller completes the retransmission of the header byte and then
reads in the rest of the message, checking parity, both row and column, as it
does. In place of the incoming message, first an END byte is transmitted and
then WAIT bytes. This is shown in the block on the right-hand side of the
figure. Once the SUM byte has been received and checked, the controller can
go ahead and perform the CAMAC operation. AT t3 of the CAMAC cycle (see
Fig. 2.16), the controller can clock the result of the CAMAC cycle, in this

mMs8 LSB MSB LSB

8 7 6 5 4 3 4 | 8 7 <] 5 4 3 2 |

T A v 1] A v aJ v . T
b | O |sC32 SCI|HEADER BYTE O| CRATE ADDRESS |{(HEADER BYTE
bl O I [s6LS seLi|BYTE 2 0 |MI|SERIAL GRADED L |SGL BYTE
blile ¢ ¢ ¢ ¢ ¢ ENDSUM BYTE | | COLUMN-PARITY |ENDSUM BYTE

L peLiMITER BITS
BYTE-PARITY BITS

Fig. 5.13. Fig. 5.14.
Demand message: bit assignments. Demand message: field assignments.
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————————— _
11 Delimiter \
F—!-- —————————————
0| HEADER | Delimiter ',
ol| sus-ADDRESS 0| HEADER TRUNCATED
COMMAND
0| FuNnCTION 1|l EnD MESSAGE
o | sTaTiON NUMBER v warr
o] sum il owarr
COMMAND [ s LCOMMAND 1
MESSAGE |T_ | O | SPACE TEXECUTED % | ! WAIT % x
0| SPACE 0 HEADER
REPLY
2 SPACE _ excess o| sTaTUS MESSAGE
4 SPACE 4 % SPACE
- SPACE, | ENDSUM
| END | WAIT #
i ? : Heoder or WAIT \ } T
1
l— At e .— -J\ | ] hidal
Received by Addressed SCC ! 1 P Header or WAIT '
el e e —————— -

Transmitted by Addressed SCC

Fig. 5.15. '
Command-Reply sequence: control operation.

case Q and X, and can start to transmit the reply message. Finally, excess
SPACE bytes and the END byte are replaced with WAIT bytes by the addressed
controller. The serial highway driver then sees back the truncated command
message, which it can ignore, followed by some WAIT bytes and then the reply
message. When the ENDSUM byte of the reply message is received by the serial
driver, the transaction is complete.

Figure 5.16 shows the command-reply sequence for a read operation. The
difference here is that, as data is involved, the message sequence is 4 bytes
Tonger--in the reply message in this case. In all other respects, this opera-
tion is the same as in the previous example.

One can see here the advantage of standard CAMAC function codes in that
the serial highway driver need only examine 2 bits of the function code to
determine the type of command to send out and the type of reply to expect.
This is shown in Table 5.4, which shows the length of command and reply mes-
sages for the three types of CAMAC operation and also shows the values of the
relevant function bits. The final column shows the minimum command-reply
transaction; however, this typically expands for the faster serial highways, as
more bytes are needed to allow time for the CAMAC operation in the crate. The
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- - hd - T A S e S A e—— Sm——— ——
VoY pelimiter '\q' rl r Delimiter :
([ Tol| weaoer o| HEADER TRUNCATED
COMMAND
0] SUB-ADDRESS | END MESSAGE
0] FUNCTION i WAIT
0| STATION NUMBER I WAIT
o sum | WAIT
[ 1COMMAND [
© |o| srpace x TExecUTED T | ! WAIT *
0| space 0 HEADER
COMMAND o| sPace o| sTaTus
o| sPace 0| READ DATA
0| SPACE o| READ DATA R Y o€
0| SPacE ol READ DATA
0| SPACE 0| READ DATA
EXCESS
0| SPACE # T SPACE I ENDSUM
BYTES
1] END s i WAIT # 5
U ?' Header or WAIT '\bll I P1 Header or WAIT 1
(R LA Ittt S a —rei e e e
Received by Addressed SCC Transmitted by Addressed SCC
Fig. 5.16.
Command-Reply sequence: read operation.
Table 5.4
LENGTH OF COMMAND-REPLY TRANSACTIONS
Number of Bytes
COMMAND from REPLY from
Function Field Header to Header to COMMAND-
SUM ENDSUM REPLY
Operation F16 F8 Inclusive Inclusive Transaction
a
Read 0 0 5 7 12
0 1
Control 5 3 g2
] 1
Write 1 0 9 3 128

dMinimum Tength,

assuming that Reply Header

is transmitted by SCC as first

SPACE byte is received, and ENDSUM is transmitted as END byte is received.
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number inserted is a setting in the Table 5.5
branch driver and is usually given in

the instructions for the driver's CONTENTS OF MESSAGE
operation. Table 5.5 summarizes the IDENTIFICATION FIELD
use of the MI field in identifying the
type of message. In the demand mes- MI-field
sage, MI can be either 1 or 0 because, MESSAGE M2 M1
as for this message, it forms part of — —_ '—_
the SGL field. Command 0 0
Reply 0
5.7.2 Demand-Message Generation. Demand 1 _

In the command-reply transaction, the

addressed controller responds to the

orders of the serial highway driver;

therefore, the driver knows exactly the kind of messages to expect and when.
Demand messages are generated quite asynchronously of the operation of the
driver and are inserted into the byte stream by the controller. If the current
byte going through is a WAIT byte, the controller can replace that with the
first byte of a demand message. However, the controller cannot know if the
next 2 bytes also will be WAIT bytes; if they are not, how does the controller
transmit 3 or 4 bytes in a space intended for only 27

First, let us look at the conditions that need to be satisfied before the
controller can initiate a demand message:

* Demand-message generation must be enabled, signified by the appro-
priate bit in the controller.

« A demand is present that has either appeared since the last demand
message was transmitted by the controller or was present when the
controller changed to the demand-enabled stage.

« The controller is able to accept 3 incoming bytes while generating
a demand message.

« The previous byte transmitted at the output port was a delimiter
byte.

The first requirement is quite clear. The second means in practice that
the Demand Message Initiate Signal presented at the SGL-encoder socket (see
later) on the rear of the controller should be a Logical 1 with a 0+1 tran-
sition indicating the appearance of a new demand.
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The third point indicates how a controller inserts a demand message into
the byte stream without the risk of corrupting another message. In practice,
each controller has a 3-byte delay register built-in in which it assembles the
demand message. As soon as it fulfills the above conditions, it switches in
the 3-byte delay, thus transmitting the demand message and storing up incoming
bytes. Figure 5.17 shows before and after patterns for two cases. In the
first case, WAIT bytes happen to be in the message stream just as the demand
message is transmitted, so that the following message is not displaced at all
in the message stream. In the second case, the above conditions are met by the
delimiter byte, which is the last byte of Message 1. In that case, the 3-byte
delay, with its demand message, is switched in after this delimiter byte, so
that the second message is delayed by those 3 bytes. This shows how a demand
message can exactly fit between existing messages on the highway. The second
thing shown by this example is that the 3-byte delay is switched out of the
serial loop as soon as the controller has transmitted a delimiter byte, and the
3 bytes in the delay registers are all WAIT bytes.

This need to clear the 3-byte delays for demand messages illustrates the
importance of the serial highway driver pumping around WAIT bytes when it has
no CAMAC operations to perform. This is so that demand messages can be sent,
and the delays can be switched-back out.

A more complicated illustration of command-reply messages and demands in
a three-crate system is shown in Fig. 5.18. The figure illustrates what bytes
and messages are passed on each of the four sections of the serial highway.
In essence the serial driver sends out a command message with more than the
minimum reply space. This message is followed by WAIT bytes. Just after the
message has passed through Serial Crate Controller (SCC) 1, a LAM arises in
that crate and, because the previous byte transmitted was a delimiter byte, it
is immediately inserted into the message stream. The cross-hatched columns
indicate when each SCC can insert a demand message. As soon as the demand
message is transmitted, there are 3 WAIT bytes in the 3-byte delay of SCC-1;
therefore, it is immediately switched out of circuit.

SCC-2 receives the command and strips off all but the header byte. It
then inserts WAIT bytes until its reply is ready. After the ENDSUM byte of the
reply, it replaces the remaining SPACE bytes of the incoming command message
with WAIT bytes. A LAM then arises in SCC-2, where it can be transmitted
immediately by SCC-2s switching in a 3-byte delay. However, once the demand
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message is transmitted, the 3-byte delay contains 1 WAIT byte and the first 2

bytes of SCC-1s demand message.

It is not until SCC-2 has just transmitted

the ENDSUM byte that the delay circuit contains 3 WAIT bytes and satisfies the
condition for it to be switched out of circuit.
Finally, Fig. 5.18 illustrates how SCC-3 can insert a demand message in

the space that was formally the command message to SCC-2.

As for the first

demand message, as soon as the message is transmitted, the 3-byte delay con-
tains 3 WAIT bytes and so can be switched out of circuit.
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Thus the serial driver receives a demand message from SCC-3 as it is still
transmitting the command message to SCC-2, there being a maximum of a 3-byte
delay in the serial loop. It is easy to see how the transmitting and receiving
section of a serial driver need be only loosely interconnected ciruits! How-
ever, the construction of a serial driver is outside the scope of this work.

5.8 Bypass and Loop Collapse

The standard requires that the status register in any serial controller
have two bits to control two outputs of the D-port. Bit 12 of the status
register is the bypass bit; its action, when set, causes the serial highway to
bypass this controller. In fact the controller still receives command mes-
sages, but it can no longer send replies. The controller is automatically by-
passed when the crate is powered off. It is required that if the controller
receives a command to set the bit to a "1" it must be so set after a reply mes-
sage has been generated. If it is commanded to set it to a "O" then the reply
message must be delayed for 100 ms + 10%. The serial driver has to generate
sufficient reply space for this delay, which is to allow relays to settle.

The other requirement is that the crate must have the bypass bit set on
power-up and it must remain set until specifically overwritten. Thus part of
the initialization process for a crate must be to unbypass it. When in the
bypassed state, the controller must not respond to any command other than those
that include clearing the bypassed bit of the status register. A bypassed con-
troller receiving a command that does not include setting Bit 12 to a "0" must
generate a reply message appropriate to the command with SX=0 SQ=1 in the sta-
tus field. If the bypass is by an external device, such a message will not be
transmitted, but rather the complete command message will be propagated back
to the serial highway driver.

Each controller must provide a Tloop-collapse signal associated with
Bit 11 of the status register, according to Fig. 5.19. This bit, if set to a
“1" by command, is intended to collapse the serial loop past this controller
so that this controller is still connected to the serial driver. A delay of
10 ms + 10% is required before the reply message to a command "set this bit
to a 1" is sent. A command "set the bit to a 0" has a reply sent before the
bit is actually set to "O". As before, the serial driver has to generate a
sufficient reply space for the delay.

91



D-0uT ty

PORT [‘
D-in
PORT

24

AAA

L
RELAY

CONTACTS SWITCH DATA
AND CLOCK SIGNALS.
UNENERGIZED = BYPASSED

Fig. 5.19.
NORMALLY CLOSED RELAY BYPASS DEVICE Examples .Of circuits for
WHEN BIT 122 | [ control signal sources and
receivers. (Bit 11 and Bit
iy RELAY +Ve 12 are §igna1s from the sta-
: DRIVER Efk tus register of SCC.)
BIT Il

25~ A
O

--—-f/ % NB-3347
REL AY

:f CONTACTS SWITCH DATA

NORMALLY OPEN RELAY : AND CLOCK SIGNALS.

UNENERGIZED AS SHOWN UNENERBIZED =

WHEN BIT =0 LOOP NOT COLLAPSED
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This loop-collapse facility is to allow systems to automatically reconfig-
ure themselves in case of a problem. The bypass facility is for powered-down
crates on a highway; in bit-serial systems, the necessary relay is contained in
the L-2 controller,

Figure 5.20, by way of illustration, shows a bypass circuit that might be
used external to a controller. The relay contacts are shown in the bypassed
state and the termination resistor is switched in when unbypassed to terminate
the input to the balanced receiver/driver.

Figure 5.21 shows an example of a loop-collapse circuit. This works some-
what in a similar way to the bypass control except that here the controller
output is either switched to the next controller, to the normal state, or to
the return line--in which case downstream controllers become disconnected.

Table 5.6 shows the electrical standards for the D-port control signals.
This indicates the currents and voltage levels that the external devices must
accept as Logic 1s or Os.

Schemes are also available for having back-up highways, but in Laboratory
systems these are seldom justified.
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Example of Jloop-collapse switching
for one D-port signal. In a Tloop-
collapse device for bit-serial D-port
signals, this is duplicated for data
and clock signals. The clock-signal
output to the disconnected part of
the SH Loop is held in a fixed-logic
state by the conditions at *-*,

Table 5.6

STANDARDS FOR CONTROL SIGNALS AT D-PORTS

Current Drawn from

Receiver Must Respond

Logic State of Control Line Correctly@ to Control
State Control Line by the Source Signal in the Range:
0 Free Magnitude of current not +10 to +24 V
more than 100 pA for
Control Line between O
and +25 V
1 Grounded Minimum current sinking 0 to +3 V

capability 115 mA for
Control Line at +0.5 V

dThe receiving device must respond within 80 mS.
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5.9 The Controller Status Register

Table 5.7 lists the bits of a controller status register. Basically it
can be seen that whereas in the A-1 controller for the parallel highway, the
various features of the controller are controlled by individual commands, in a
serial controller they are controlled by a single register. Bit 16 indicates
that a LAM is present in this controller and that, usually, a demand message
has been sent. Bit 10 allows a LAM to be set in the crate from the serial
highway, a useful feature for checking out systems. Bits 4, 5, and 6 are for
error-recovery procedures. The remaining bits of the status register are self-
explanatory or have been covered already. Table 5.8 defines the state of the
status register on power-up.

5.10 Controller Commands

These are listed in Table 5.9. Four operations are defined to operate
on the status register, and this table also indicates two other registers that
are available in the controller. The Data Field register contains the data of
the last successful read operation performed by this controller. This register
is needed for error recovery when the data is changed by the read operation.
In that case it is no longer available in the module read, so that this regis-
ter needs to be accessed to recover.

The second register is the LAM-pattern register, which makes available
the pattern of interrupting stations in the crate. The state of L1 is indi-
cated on Bit SR1 and so on. This register is unaffected by the state of the
demand-enable bit in the controller status register. In fact, this register
is not mandatory and, if it is not implemented, SX=0 must be returned by the
controller in response to an attempt to read it.

If the off-1line switch on the controller is set, then the controller must
not respond to commands to the status register. If the dataway is off-Tine
either because the front panel switch is set (see Bit 14 of the status regis-
ter) or because Bit 13 of the status register is set, the controller must reply
to any dataway commands, N(1) - N(23), with SX=SQ=0.
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Status
Register
Bit

1

12
13
14
15
16
17
18
19
20
21
22
23
24

Table 5.7

ASSIGNMENT OF STATUS REGISTER BITS

Write Operations

Read Operations

Logic "1" into
Register controls

Logic "1" from
Register indicates

Generate Z
Generate C
Set I=1

(Reserved)
Enable Demands

Set Internal
Demand L24

Collapse Loop

Apply Bypass
Dataway off-1line

(Reserved)
(Reserved)
(Reserved)
(Reserved)
(Reserved)
As required
As required
As required
As required

Always 0 )
Always 0 )
Lout™]

DERR=1 )
DSX=1 )
DSQ=1 )

Dataway I=1
(Always 0)a
Demands Enabled

Internal Demand
L24=1

Loop Collapsed

Always O

Dataway off-line

DOF Switch “off-line"
(Always 0)2

Selected LAM Present
(Always 0)@

(Always 0)a

(Always 0)a

(Always 0)a

As regquired

As required

As required

As required

aApph‘es while the bit has Reserved Status.

Comment

Automatic reset to

logic "O"

Previous Reply

Status

Reserved

Indicates Control

Signal

Reserved

Reserved
Reserved
Reserved
Reserved
Free-use
Free-use
Free-use
Free-use
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Table 5.8

INITIAL STATE OF STATUS REGISTER BITS AFTER POWER-UP

Status Register Bit

10
11
12
13

Operation

Status register
Read
Write
Selective set
Selective clear

Re-read data field

Read LAM-pattern

96

State After Power-up

_ — OO D -

Table 5.9

COMMANDS IMPLEMENTED BY SCC

Command
SN SA SF.
30 0 1
30 0 17
30 0 19
30 0 23
30 1 0
30 12 1

Condition

Inhibit set (I=1)
Demands disabled
Internal demand L24=0
Loop not collapsed
SCC bypassed

Dataway off-line

Response

DSQ



5.11 LAMs and the Serial Controller

The standard specifies that if a facility is provided on a serial crate
controller for an external device to sort or grade LAMs, then a standard SGL
connector should be provided. This connecter is a double-density 52-way Cannon
connector. It is designed so that only simple connections are necessary so as
to be able to cause demand messages to be sent by the controller. With no con-
nections, no demand messages will be sent. Figure 5.22 shows schematically the
connections at the SGL connector and the associated logic. Connections between
Pin 50 and Pin 23 will cause the logical OR of the crate L lines to start a
timer. The output of the timer on Pin 19 is then routed to Pin 21, where it
will cause a demand message to be sent. Figure 5.23 shows the timing of this.
With demands enabled (top line) a LAM occurs, which causes the SUM signal on
Pin 50 to go low, true (Line 3). Connecting the SUM signal directly to the
STIM signal on Pin 23 causes TIMO (Pin 19) to go low, and hence DMI (Pin 21)
to go low, causing a demand message to be sent. At this negative edge of DMI,
Internal Repeat is high; thus the 5 bits of the SGL field of the demand message
are taken from the SGL-encoder Pins 3, 5, 7, 9, and 11. On a simple connector,
these signals can be wired to five separate LAM signals from the even-numbered
Pins 2 to 48, giving a 5-bit LAM pattern. 1In this case, any other LAM occur-
ring in the crate will cause the SGL field to equal 0.

What happens now if the LAM is serviced and cleared before the time-out?
This is represented by the dashed waveforms in Fig. 5.23a. 1In this case SUM
and hence STIM are removed. As a result, both TIMO and DMI go high and the
demand cycle is over.

But what then is the function of the internal timer? It is specified
that the controller must have a choice of time-outs between 1 ms and 10 s, and
the time-out period must be unaffected by dataway cycles that might temporarily
remove the LAM, Let us look at what happens if the SUM signal does not go away
inside the time-out period. Figure 5.23a shows that at the next negative-going
edge of TIMO, the internal repeat signal now is true. Returning to Fig. 5.22:
at the top of the figure, this signal is OR'ed with an external repeat signal
and then applied to OR gates on the 5 SGL lines. The effect will be that the
5 SGL bits transmitted this time, as a result of the negative transition of
DMI, will be all "ones". This message, with the SGL field = 11111, is a hung-
demand message and, at the highway driver, should be taken to indicate that
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possibly there is a demand in the crate that has not been responded to for
whatever reason, including possibly a corrupted demand message.

A hung demand also can occur if a simple SGL-encoder connector is used
and a second demand occurs before the first is cleared.

As will be seen from Fig. 5.22, all the signals exist for an external
module to take over all the functions of deciding when to generate demand and
hung-demand messages. The byte clock is provided so that the time-out can be
in terms of the byte clock.

Figure 5.23b shows the time-out sequence when demands are disabled at the
time the LAM first occurs. The start of the timeout sequence is delayed until
demands are enabled, and then everything follows on as before, but delayed.

Figure 5.24 shows the deviation of the byte clock at the SGL encoder from
the clock signal at the D-port connector. Figure 5.24a merely shows that it
might be delayed by the logic when the serial highway is in byte serial mode;
whereas, when the serial highway is in bit serial mode, the byte clock is a
positive going pulse during the stop bit of each byte at the D-port.

LOGIC STATE © —
BYTE CLOCK

OF RECEIVED
SIGNAL I

BYTE-CLOCK I
OUTPUT NE——

hQOAmm 20.4 Tyrs
(o) BYTE-SERIAL MODE

START-BIT STOP-BIT
*5ERIOD "‘ 4BERIOD ™
LOGIC STATE
OF RECEIVED
BIT-CLOCK _
BYTE clLock ©
SIGNAL
OUTPUT I
- 20.4 Tpin ==20-41mm

(b) BIT~SERIAL MODE

Fig. 5.24.
Relationship between byte clock signal at SGL-encoder connector and received
Bit/Byte clock signals.
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5.12 Errors on the Serial Highway a,; = information - field bits

r Ll

Figure 5.25 reminds us of the b"_dT 0;'6. 0'5.0".0'3.0'2.0'{ Byte |
error detection scheme for all serial ba | 92 9z % | Byte 2
highway messages. Basically, it bhas | |
odd byte parity and even column parity } }
for Bits 1 - 6. Thus, should one or | |
more bits be corrupted in a message b ] . °m; T -Qm| Byte m
there is an extremely high chance that % $
the error is detected. But, how Pmefdme] C8 ] Cs] C4] C3] C2] C

v

should the serial crate controller Cj = even-parity bits
in 6 columns

= Delimiter bits
Table 5.10 indicates the controller inm+| bytes

respond to a corrupted message?

o
1

responses in the reply message. As bi = g4d-parity bite
we see, the ERR bit of the status
field indicates a parity error or an Fig. 5.25.

in the MI bits of the command Geometric error detection as applied

error to the serial highway.

message, that is, MI not equal 0.

Table 5.10
ERROR INDICATIONS IN REPLY MESSAGE

Reply Message

Status Field

. Length
Execution of Command ERR SX sQ (bytes)
Successful 0 1 qQ? 3or7
Unsuccessful
Dataway off-]ineb 0 0 0 Jor7
Command not accepted 0 0 0 Jor?7
Bypassed 0 0 1 Jor?7
Not executed 1 0 0 3

(Parity or MI error)

dResponse from the addressed feature of the module or controller.
These can be distinguished by reading the contents of the status register.
Bit 13=1 indicates dataway off-line.
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The problem arises when error recovery is tried. When a corrupt reply
message is received, was the highway traffic only corrupted between the
addressed crate and the serial driver, or was it corrupted on both sides of the
addressed crate? In this case, for a read operation, one either reads the data
out of the controller or repeats the operation. The serial driver needs to
read the controller status register to determine if the last command received
was received successfully--the DERR bit indicates this. The whole subject of
error recovery is covered thoroughly in ESONE SD/02, DOE EV-0006. Happily, one
can buy serial drivers that take care of errors.

Figure 5.26 shows the flow diagram for the logic of a serial crate con-
troller. The quiescent state of the controller is spinning in the top box
looking for a header. If one is found that is not addressed to this controller
(5L « CA), it is simply passed. If a demand arises in the crate and the
last byte was a delimiter (DL < Demand Present), a demand is sent. Finally,
if a header is found that is addressed to this crate (DL ¢ CA), then the
receive, execute, and reply sequence is gone through. The final Tlogic is to
replace excess reply space with WAIT bytes.

Figure 5.27 extends this diagram to add all error conditions. Most of
the extra lines are added because of the detection either of a framing error
(bit serial only) or a delimiter byte when one is not expected. The numbers
by the boxes refer to sections in Chapter 16 of the Standard, and I refer you
there for more detail.

For the serial crate controller L-2, Fig. 5.28 shows a schematic Tlogic
diagram. The serial highway comes in at top left and is retransmitted top
right. The input side is on the left of the two connectors, which represent
the SGL-encoder connector at the top and the dataway connectors at the bottom.
Going down the left side one first sees the serial-parallel converter, byte
synchronization etc., and then the various testing of bytes for parity and
various standard bytes. Following that is the 3-byte demand-message delay and
then the various registers that clock in the various parts of the data in a
command message.

In the middle of the figure are the LAM circuits, the status register,
and dataway control circuits. On the right hand side are the circuits that
generate the reply and demand messages. I leave it to the reader to work
through the figure in detail.
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FIND 7

HEADER [
LIf L L2 INPUT=DL:-CA

INPUT = BT -cA
PASS |s.l
MESSAGE
INPUT =DL_
(INPUT=DL)(DEMAND PRESENT) l
> SEND 7.
DEMAND
| OUTPUT=ENDSUM;
Y
RECEIVE
COMMAND
) :L‘
EXECUTABLE A
EXECUTE
COMMAND
X
‘lEXECUTED

[ SX = X
ERR=0
[ SEND REPLY

W, OUTPUT=ENDSUM

INPUT = DL OUTPUT = ENDSUM
LIPS SR INPUT = DL
FIND
END
B
INPUT = DL
- . .

Fig. 5.26.
Major-state sequence in SCC--omitting all error conditions.
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Le E LOST
—— 1 B > MESSAGE }— o—
SYNC SYNC l
INPUT = WAIT 22 191 NPUT:=DL I
Y
NPUT : FE__< I INPUT =BYTE PARITY ERROR
1.5 FIND 14 i —
“—1 HEADER | T
. LE 3 2o BT TR ‘
INPUT =0L.CA
> PASS
-— — <«—| MESSAGE i
v 62
Y INPUT =DL.
INPUT-FE | (INPUT=DL](DEMAND PRESENT)
> SEND 7.1 >
<« _DEMAND ﬂl
QUTPUT= ENDSUM T
lNPUT=DL\
< — 28] RECEIVE .5 N
T COMMAND
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NOT EXECUTABLE
QFF-LINE >
BYPASSED

EXECUTE

EXECUTABLE e-M.I ERROR
INPUT = DL

PARITY OR

T

INPUT = DL

-f 3.2 |
L- COMMAND
30
-j EXECUTION l
v COMPLETE | ourpur -ENDSUN
INPUT = DL l
Xz0 8X=0 SX=X SX=0
R=OgR ? ERR=0 ERR= 114 _
@=! geND REPLY
4] 4.2
OUTPUT =ENDSUM
| INPUT =T A
QUTPUT = ENDSUM
FIND INPUT =DL
END Y
5.1
Fig. 5.27.

Major-state sequence in SCC.



S0t

1 SEMIAL
prvg

7BYTE
SERIAL STRAP

21
Ba1ancee aECIERS TLITIN

A 180Ta sasrERs . WPUT BT SERIAL CLOCR
ceoek 1oacar LAY | pporg sene
a0, o3 7¢ Srucomrcn
Prif cock GENERTH
ANO
freraas 1o s
ConvERTER
oata Locx -.mu
r stoneny
PomER
o ouveut pri
cwapy €
Data U

(gantor emows PangL
0-WPUT CONNEC TOR

OELIMITER

nn lm ':Z.'.i:
CI0R P

LeT, o1, (€ RRORYIPE s TEEE ST0Am)
¢ BaD— ciwbM s &

8YTE CLocw TanE

163 —
WAIT ENDBYTE
BYTE CLOCK-

croex LS
ROM

coof ] FLFL AL

Pins
S

0" PORT
oars Wil BT M {cocks)
TA

DA
ToanG

Tt
JOPERAT 10K SEORERCE
T
it
1 11t ] Hat 1ANLER NS
wnitg
coMM aAND N[ “,' it
MESSAGE TRV
SuM BYTE
. @
SCHIAERL gty (e ASS
Frawss bt [} o';um
DG
S5
)
PART OF
T 0 e U7 COLLAPSE BELAY ry
READ |4 (R CONNECTORS
T ik i : - ~aim DivER
MESSAGE 1 & ,
H
1
v LOO® COLLAPSE
LAY CONTANS
HREE WATT BYTES) COMTROU DEJS [
DELWTER
Ui £ 'G i S5aGe STHC
BYTE DATA]
LOMTROL
comumanD
MESSACE
LBT TV
ERROM
RefoY
26 5 5AGE BYTL
CLoce
Ot MAWD
wESSACE Vi
12
13-
Tu * Tg® Tyt Ty CHANNEL O |- -
To ¢ Ty ¢ Tot Ty CHANNEL 1 AOLRESYH b FTTER LA )
BUSY, - {RO5D)- NEAD + RSuiCmanngt 2 0ECoDE
susY AD LAMS CnAnnEL 3 T EMCODED "A"
—+fLixes a3
KSR WREAD STATUS REGISTER
Auz. MULTIPLEXED
F0). READ Lams sA's
N30}
RIS ¥y £
0
(S N¥L) sw’'s
Te 4.
— .
5% ]
rt A0 —J
i3 -mp
- w3 Le
- H >
oz
Te — F,
J LYY
BrTE CLOCK —. Ll Ls
. S

AR MDA
R

®YTE CLOCK

Fig. 5.28.

2eLEwS

OLMAND TAANSHIT
ousY am €
COMTROLLEN SUTY

THING orre syne
o rie DEMAND TRANSMIT.
[
OEMAMD TRanSMIT —vf CONTAOLL EX BUSTY
100 Me BYPASS DFLAT—+ M ABAGE 3V
100 Ms LOOP COLLAPSE DELAT- OTE ST
s o'y

BT SERAL OF L AVED.

43,435,474

AWAITING
NEADER

w100

oulPyT miT
JERAL DATA

ar 7L ciocK -t d

0LFNED "D” PORT
BALANCID DRIVERS

143
OUTPUT
TTE "t
SER1AL
Y r ’
1= e

NOAMA), 5T

READ STATUS T u:msv:a

Arawar »

FOR CONTACT ALLOCATION SEE 1EEL 57D 803

[}

READ (4l
W NSO)+ Z9C TRGGER
| . fus
. DATAWAY
CveLE
. SIROPE } 3
GEnERRTOR
l . aTnoRE 2 i
. 1t
sudy nisser
2 BuTIACE
| €2
i c CLEAR
|
. [t
\ L e
 ed /
(T
i

SYTE
cLock

MuST GENEAATE
U

TFuEs

{funr oF FmOuT nnn
07 QUTPUT COMMECT

)

OELIMTER

Pins 19.3 ik ot A
- -y
2.4.6. 49 BELWTER 2.
Lidza, TF 6D 4 w2 ’
i2 BYTE CLOCK (1100000
s em s & {waT gD BYTE)
911w, oemano
. PRESENT U
1
e T OLTPLT mux
zs_r"" e ADDREIIMG Lroou wYTE (133
I L2 PARITY
B oor
| ™ r A =P
! _ B s
l H
!} STTE Srmi, -
| | - " DEL M TER
AWAT ImG t AUE
STATUS D) s e CEMAND “wANSMNY
W REGISTER e BT PATS
H DATAwAY
) e f———+otLay
smcmc B kg
et FRST LE M TR T
ng;”* l:'r'. ¥ OLLIMTER
DE MtAND
- Ot R
swio —f [par B1TE €100k —
Py .| AWATING NEADER
7). Fie_3 '_:1_\ CRATE ADORE 33 03
. Y ISALE STMC
Fzy (se0] WYYE SYRT —
AlD) —4 "/ SVRE
N30} —pd hev2 [3 pu—
Fr. an Gt LIMTEN ~—
s / BUSTT 4 Toe T - Tew
s el flant
OFF § JYNT. <
LinE DaF switCH ¥ ol LER SusY
on 0 "y L
& l uut,f- 80— POWFROR M 4
5 1 DOF Swi (Co thia) POWER O I‘L_}'—"' -
B R e T D SOy w D i
n - " - DELIMITER EROn
TRt w DECODER Tis NSO STATUS REGISTEN >
P —
LEXTR
L3 7 157"" }uu:\’m(-us s
L2e BYTE CLOCK
o

=3TanE

R
vERTEn D CRATE cONTROLLER
¢ s INTERNAL SiGNAL
(K 57D 33 7 0= 04 20me
-hnr e
Pgriey

CAMAC SERIAL CRATE CONTROLLER SCC-L2
BLOCK DIAGRAM

R3S

Serial

crate

controller SCC-L2Z:

block diagram.




5.13 Summary

Although the serial highway is a complex system, it does provide for more
flexibility and solidity than the parallel highway. Happily, the majority of
the complexity is taken care of in standard software and hardware.

6. AUXTLTIARY CONTROLLER IN A CAMAC CRATE

6.1 Introduction

The basic CAMAC standards make the assumption that there is but a single
controller of any CAMAC crate. At the time CAMAC was defined, CAMAC modules
were seen as boards containing but hard logic; therefore this was a quite rea-
sonable restriction, and it resulted in the dataway design that made the right-
hand station of the CAMAC crate the control station. Since that time, the
integrated circuit datasheets have changed somewhat, and now it seems to be
quite reasonable that any CAMAC module might want to operate the dataway. How
can these modules be given control of the crate via the right-hand station, and
how can they arbitrate for use of the crate in time? As we will see, the nec-
essary hooks were inserted into the serial crate controller Type L-2 and a new
parallel crate controller Type A-2 was defined.

6.2 Auxiliary Controllers with a Serial Crate Controller

Table 6.1 lists all the pins at the SGL connector on a serial crate con-
troller. 1 have marked seven signals that are provided over and above those
needed for a straight SGL connector. These signals allow one or more auxiliary
controllers to operate in a CAMAC crate without mutual interference on the
dataway. Because the serial crate controller must have access to the dataway
immediately after the SUM byte of a command message has been received, the
Auxiliary Controller Lockout signal (ACL) is asserted by the controller as soon
as a header byte addressed to the controller is received, and it is removed at
the comp]etioh of the dataway cycle, or when the operation is abandoned. In a
5 Mbyte/s serial system, that gives 4 bytes before the start of a CAMAC cycle
or 800 ns. Thus an auxiliary controller must abandon a CAMAC cycle if it has
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Contact

~N o W =

13
15
j17
19
21
23
25
27
| 29
3
33
35
37
39
41
43
45
47
49
51

Table 6.1

CONTACT ASSIGMENTS AT SGL-ENCODER CONNECTOR

Signal Direction?
Demand Busy (DBSY) Out
Graded-L SGLE1 In
Graded-~l. SGLE2 In
Graded-L SGLE3 In
Graded-L SGLE4 In
Graded-L SGLES In
External Repeat (ERPT) In
(Reserved)
Request Inhibit Out®
Time-out (TIMO) Out
Demand Message Initjate (DMI) In
Start Timer (STIM) In
Selected-LAM Present (SLP) In
(Reserved)
Auxiliary Controllier Lockout (ACL) Out
Byte Clock Out
Free Use In or out
Free Use In or out
Free Use In or out
Free Use In or out
Controller Busy (CBY) Out
Station Number N1 In
st¥tion Number N2 In
Station Number N4 In
Station Number N8 In
Station Number N16 In

a'Qut" indicates signal generated by SCC.

Contact

@ o AN

"In" indicates signal received by SCC.

Signal

L1
L2
L3
L4

L5

L6

L7

L8

L9

L1
L2
L13
L14
L15
L16
L7
L18
L19
1.20
L21
L2z
123
L24
Sum
Ov

Out
Qut
Out
Out

Out
Out
Out
Out
Out
Out
Out
Out
Out
Out
Out
Out
Out
Out
Out
Out
Out
Out

Direction?

In or Out

Out

BThe crate controller needs only a pull-up on ihe request inhibit (Contact 17) in order to be compatible with the ACB.
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not yet asserted S1, but it has time to complete the cycle if it has already
passed the start of S1 (See Fig. 2.16).

The remaining five lines are the encoded N lines, and these instruct the
controller to assert the N Tine defined.

The SGL connector can thus form a bus that is connected to a serial LAM
grader and various auxiliary controllers in the crate.

Finally, for completeness, Table 6.2 shows the signal standards and pull-
up current sources for the SGL-encoder connector.

6.3 The Auxiliary Controller Bus (ACB)

The serial crate controller SGL encoder will allow one other auxiliary
controlier to use the CAMAC crate. It would do this by simply going ahead with
a CAMAC cycle, so Tlong as the ACL signal were not asserted. If it were assert-
ed before the auxiliary controller reached S1 of its cycle, the logic would
simply abandon the cycle and try again when ACL was removed. Remember that
IEEE 583/EUR 4100 requires that no module should take irrevocable action before
S1 is asserted. With multiple auxiliary controllers in a crate, one needs a
mechanism for these controllers to arbitrate between themselves as to which one
has access to the crate. Figure 6.1 shows the ACB schematically. It will be
noticed that there is a new signal that is not on the SGL-encoder connector:
Request (RQ). The 1lines specific to the SGL-encoder function&Phowever, are
absent from the ACB.

Let us now look at how the bus works. First, every auxiliary controller
has access to the L lines, called AL lines in this figure. Thus auxiliary con-
trollers can respond to LAMs. Also present are the Encoded N (EN) 1lines so
that auxiliary controllers can assert any one N line in the crate at a time.
However, they cannot address the internal registers of the serial crate con-
troller because these are not accessed via a dataway cycle. This is a weakness
because on powering up a crate, the auxiliary controller has no way of communi-
cating with the serial driver and its computer until that driver initializes
the crate and enables demands. A similar situation exists with the A-2 con-
troller, of which more later.

So, let us assume that one of the auxiliary controllers needs to generate
a dataway cycle. It then pulls down the request line to a Logic "1". It will
be seen that in each controller, the request line on the bus is also brought

108



Table 6.2

SGL~ENCODER CONNECTOR: SIGNAL STANDARDS AND PULL-UP CURRENT SOURCES
FOR ALL SIGNALS OTHER THAN CODED-N

Signals from SCC Signals to SCC
STGNAL STANDARDS AT CONNECTOR
Line in "1" state at +0.5 V
Minimum current sinking capability 3.2 mA® L signals 16 mAd
{current drawn from line by unit 6.4 mAQ pther signals (from line by encoder)
generating the signal) (from lipe by SCC)

Line in "1" state at +0.5 V

Maximum load current (current fed 3.2 mA2 each unit 3.2 mA

into line by unit receiving the signal) (max 6.4 mAd) (into line by SCC)
{into Yine by encoder)

Line in "0" state at +3.5 V

Minimum pull-up capability 2.3 mA ) 200 pA

(current fed into line by the SCC) (for L-signals this is common
to encoder and dataway)

Line in "O" state at +3.5 V

Maximum current drawn from line by 200 pA 200 pA

the encoder

PULL-UP CURRENT SOURCES IN SCC

Internal pull-up current source {Ip) 6.0mA < Ip < 9.6 mA? 0.8mA < Ip < 1.6 mA

at +0.5 v

Internal pull-up current source (Ip) 2,5 mp < Ipd 300 wA < Ip

at +3.5 v

PULL-UP CURRENT SOURCES IN SGL ENCODER (OUTPUTS ONLY)

Internal pull-up current source (Ip) 6.0 mA < Ip < 9.6 mA2

at +0.5 V

Internal pull-up current source (Ip) 2.5mA < Ipd

at +3.5 V

aValues derived from EUR 4100e/TID 25875,
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L==¥  DATAWAY

NOTE: FRONT PANEL REQUEST TO GRANT-IN CONNECTION MADE AT HIGHEST PRIORITY CONTROLLER USING R/G PROTOCOL

Fig. 6.1.
Multiple controllers in a CAMAC crate.

forward to the front panel. On one controller, the one at the highest prior-
ity, this request line is connected to Grant In and this is daisy-chained from
Grant Out to next Grant In and so on. The controller that has the request
assumes control of the CAMAC crate and does not pass on the Grant In to Grant
Out when it receives Grant In. It then asserts Request Inhibit and performs
the dataway cycle while being ready to abort the cycle if ACL goes true before
S1. Any other controller removes any request from the RQ line while Request
Inhibit or ACL is true. It must do this in less than 50 ns. So now we can
have as many auxiliary controllers in a crate as we can fit in or afford, and
they will not destructively interfere with each other.

Figure 6.2 shows this timing for the case when ACL does not interfere with
the cycle. Note that the auxiliary controller CAMAC cycle is lengthened over
that defined in IEEE 583/EUR 4100, with a minimum time between the start of
the cycle and S1 or 500 ns. This is to allow for the delay introduced by the
N-decoder, defined to be less than 100 ns. Thus a minimum auxiliary controller
dataway cycle is 1¢1 us. Figure 6.3 illustrates what happens if the crate
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AUXILIARY CONTROLLER BUS SIGNALS

REQUEST — r NOTES:

GRANT-IN wOTE T L [ . ALL SIGNALS EXCEPT
ACB GRANT-IN AND

REQUEST INHIBIT 1 [T DATAWAY N GENERATED

AUXILIARY CONTROLLER By AcC.

LOCKOUT (ACL)

ENCODED-N (EN) 2. TIMING OF DATAWAY

[ OPERATION IS IDENTICAL
70 THAT OF FIGURE 9
100 8 MAXIMUM DELAY IN CC 100 OF IEEE STD 583-197%
$ — == 100ns OR EUR 4100¢ EXCEPT
DATAWAY SIGNALS (SEE SECTION 4.2.2) FOR DIFFERENCES SHOWN,
AF, WHICH ARE TO ACCOMMODATE
C?Ma:::e{ ° oz N DECODER DELAY IN CC.
N o
STROBE SI b s
STROBE S2 | ] w_____
NOTE 2
2“52“ l l
13
to Y 13 tstg tgty

NOTE 2 ’
00n !
\ J

R g
DATAWAY ADDRESSED COMMAND OPERATION

Fig. 6.2.
Sequence of signals for an auxilliary controller to gain control of the crate
for an addressed command operation.

AUXILIARY CONTROLLER BUS SIGNALS

REQUEST - l
GRANT - IN ._..._I
REQUEST INHIBIT —
AUXILIARY CONTROLLER —
LOCKOUT (ACL) 1 —
ENCODED-N (EN) e T
DATAWAY SIGNALS
co:w;tr;o{ A F.8 —_ L |
\ N
- L 1 =
STROBE S 1 I
STROBE S2 L L]
e —
DATAWAY CYCLE BY AC DATAWAY CYCLE BY
USING REQUEST/GRANT CONTROLLER USING ACL
Fig. 6.3.

Example of a sequence in which auxiliary controller lockout (ACL) signal is
generated too late to cause aborting of dataway cycle started by auxiliary
controller using request grant.
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controller asserts ACL after the auxiliary controller asserts S1. In this case
the auxiliary controller completes the cycle, and the crate controller starts
its dataway cycle after that of the auxiliary controller, by definition.

Figure 6.4 illustrates what happens if ACL is asserted before S1 of the
auxiliary controller cycle. Here the cycle is aborted so as not to destruc-
tively interfere with the crate controller's cycle.

Clearly, only one controller in the crate can assume control of the crate
using the ACL signal. A controller generating ACL must not start its dataway
cycle until 200 ns has elapsed, and it has received Request Inhibit = "0". An
exception to this rule is the serial crate controller that has a minimum delay
of 800 ns between ACL and the dataway cycle and does not take into account
Request Inhibit.

6.4 The ACB Connector and Signal Standards

The ACB connector is a 3M ribbon-cable connector with 40 contacts. When
used with a serial crate controller, one needs a converter cable assembly that
is available from manufacturers.

Table 6.3 gives the current signal standards and pull-up current sources
for the ACB. The main difference from the dataway specifications is that the
pull-up currents are less, and each module receiving signals can have more than
one TTL load (1.6 mA each) on the line, depending on the line. The last line
specifies the location of the pull-up. When auxiliary controllers are used
with serial crate controllers, one should check for the request inhibit pull-up
in the controller because older controllers did not have them, and thus a pull-
up needs to be added.

Table 6.4 summarizes the pinning of the ACB connector.

IEEE 583/EUR 4100 specified the signal standards for the Q, R, and X lines
on the dataway, assuming that only one controller received these. Thus the
signal standards for auxiliary controllers on these lines are very tight and
allow a maximum of 12 auxiliary controllers in a crate--less if other modules
receive these signals. Table 6.5 gives the signal standards for these dataway
1ines.
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AUXILIARY CONTROLLER BUS SIGNALS

REQUEST . — —
GRANT - IN —
REQUEST INHIBIT e D s :
AUXILIARY CONTROLLER :
LOCKOUT (ACL) 1 —
ENCODED-N (EN) —————]____J [
DATAWAY SIGNALS
commanp J A:F 8 - 1 \ i
B BuSY L N 1 N T
STROBE S I 1 .
STROBE S2 l [
N —_—
ABORTED DATAWAY DATAWAY CYCLE BY
CYCLE CONTROLLER USING ACL

Fig. 6.4,
Example of sequence in which a dataway cycle started by auxiliary controller
using Request/Grant, is caused to abort by ACL signal generated by another
controller,

Table 6.3

CURRENT SIGNAL STANDARDS AND PULL-UP CURRENT SOURCES FOR THE
AUXILIARY CONTROLLER BUS CONNECTOR AND
ASSOCIATED FRONT PANEL CONNECTORS

Auxiliary Control Lockout, Request Encoded-N
Signal Standards at Connector Request Inhibit Auxiliary LAM Grant-1n/0ut Condition Free
Line at "1" state at 0.5 V
Minimum current sinking capability For CC 6.4 mA; 3.2 mA 16.0 mA 16.0 mA
{current drawn from line by unit For AC 16.0 mA
generating the signal)
Line at "1 state at 0.5 V
Maximum Joad current 0.4 mA per unit 0.4 mA per unit 12.8 mA 11.2 mA
{current fed into line by unit (6.4 mA maximum) (3.2 mA maximum)

receiving the signal)

Line at "0" state at 3.5 V

(maximum current drawn from line 100 pA 100 A 100 pA 100 pA
by CC without sinking pull-up)

Line at "Q0" state at 3.5 V

(minimum current fed into line 2.5 mA 2.5 mA 2.5 mA 2.5 mA
by CC with sinking pull-up)

Location of pull-up for current,

Ip, at 0.5 V:
6 mA < Ip<9.6mA cc cc Grant-in cc
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Contact

~N o W -

1
13
15
17
19
21
23
25
27
29
31
33
35
37
39

Usage

Ground (0V)

Encoded-N EN2
Encoded-N EN8

Ground (0V)
Ground (
Ground (
Ground (
Ground (
AL2

ALA

AL6

AL8

AL10
AL12
AL14
AL16
AL18
AL20
AL22
ALZ24

Table 6.4

Contact

(o) B =S AV ]

12
14
16
18
20
22
24
26
28
30
32
34
36
38
40

CONTACT ASSIGNMENTS ON AUXILIARY CONTROLLER BUS CONNECTOR®

Usage

Encoded-N ENT
Encoded-N EN4
Encoded-N EN16

ACL

Conditionally Free
Request RQ

Request Inhibit RI
AL1T

AL3

AL5

AL7

AL9

ALT1

AL13

AL15

AL17

AL19

AL21

A123

Ground (0V)

aContact 2 is across from Contact 1, Contact 4 is across from Contact 3, etc.
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Table 6.5

SIGNAL STANDARDS FOR Q, R, AND X AT THE
AUXILIARY CONTROLLER DATAWAY CONNECTOR

Condition at Dataway Connection Absolute Limit

Line in "1" state at +0.5 V

(maximum current fed into line by 0.4 mA
auxiliary controller receiving
signal)

Line in "0" state at +3.5 V
(maximum current drawn from line 100 pA
by each auxiliary controller)

6.5 Type A-2 Parallel-Branch Crate Controller

The A-2 crate controller is a modification to the A-1 crate controller for
the parallel highway, IEEE 596/EUR 4600. It operates in exactly the same way
on the parallel branch and in that sense is quite interchangeable with the A-1
controller. The difference is that, in addition to the LAM-grader connector on
the rear, there is an ACB connector. The A-2 controller has an internal switch
to determine if it will use the ACL or request/grant mechanism for crate arbi-
tration. Additions to the front panel are an indication of the state of this
switch and the request, grant-in and grant-out connectors (Lemos). Thus an A-2
controller cannot assume control of the crate but must use one of the ACB mech-
anisms to avoid conflicts. An additional requirement is that the BRW lines
must only be connected to the crate R and W lines when the A-2 controller is
on-line, addressed, and in control of the crate. Similar gating restrictions
apply to the other branch and crate lines: BA and A, BF and F, BQ and Q, BX
and X.

Clear and Initialize (C&Z) operations likewise can be generated only when
the A-2 controller is in control of the crate, and thus there are circumstances
when auxiliary controller activity could prevent the controller from generating
an initialize signal in the crate in response to a branch initialize signal
(BZ).
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The A-2 controller initiates the gaining control of the crate when its
BCR signal goes to "1" and does not release control until BCR="0"; for
efficient block transfers, the branch driver should maintain BCR="1",
Thus it will be seen that IEEE 675/EUR 6500 extends the CAMAC crate from a
single controller crate to a multiple controller crate for both serial and
parallel systems.

7.  SYSTEM ASPECTS OF LAMs

7.1 Introduction

So far we have dealt with the handling of LAMs at the module level and
withih the type A-1 and L-2 controllers. This section looks at the LAM han-
dling needs, once one extends beyond a single program owning the CAMAC system
attached to the computer. The problem arises because the LAM structure of
CAMAC does not allow the individual LAMs to be handed round to the interested
parties by hardware, even if the operating system did. Thus, let us first look
at the needs of any system's LAM handler and then loock at some examples.

7.2 System Needs in LAM Handling

First, we must make some assumptions. We assume that we are running at
least a multitasking system, if not a multiprogramming system. The difference
between these is that, in the former, all the tasks contribute to the same
overall job to be done; in the latter, the programs are, in general, completely
independent of each other in that respect. The second assumption is that we
are not able to operate on a module without knowing what it is. The third
assumption is that we do not wish to mask off further LAMs for longer than is
absolutely necessary. Finally, we assume that the tasks that handle the LAMs
are not able to run at any priority that would mask out any computer inter-
rupts.

The system code that has to field LAMs thus needs to

1. Accept requests from tasks that they be notified when a LAM (or group

of LAMs) occurs.

2. Enable that LAM through the hardware and software.
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3. When a LAM occurs, identify it, and notify the interested task.

4, Mask off the individual LAM so that it does not cause further inter-

rupts until the interested task clears the LAM in the module.

5. Accept a request from the interested task to re-enable the LAM,

Because the system needs to mask individual lines in a module-design inde-
pendent to achieve Point 4 above, it needs a mask register in each "crate con-
troller." This indicates the need for a LAM grader in each crate, be it serial
or parallel, to provide these facilities. Without a LAM grader, the system
will need to disable all LAMs from the crate with the LAM and rely on the
interested task saying either "re-enable the LAM" or "I've cleared the LAM but
do not re-enable it for me.," Let us hope here that the task remembers to reply
and does not abort between being notified of the LAM and replying.

What can be involved in enabling a LAM through the system? Figure 7.1
shows a CAMAC system connected to a computer. Indicated are all points where
software might have to enable the LAM or set a bit. The two points in the
CAMAC plug-in in question are clearly the responsibility of the code that is
specific to that module, but the remaining six possibilities are best taken
care of by some system code, indeed often must be taken care of by such code.

| ENABLE/DISABLE INTERRUPTS, OR
COMPUTER SET PRIORITIES
! ?

{ ENABLE/DISABLE BRANCH/SERIAL
BRANCH DRIVER DEMANDS

1] ! ENABLE BRANCH DRIVER COMPUTER
INTERRUPT

| ENABLE/DISABLE CRATE DEMANDS

! ! IN CRATE CONTROLLER

) ! | ENABLE/DISABLE OVERALL
DEMANDS IN LAM GRADER

I ENABLE/DISABLE INDIVIDUAL

STATION LAM IN LAM GRADER

(MASK)

| ENABLE/DISABLE MODULE OVERALL

LAM

| ENABLE/DISABLE MODULES

INDIVIDUAL LAM

Fig. 7.1.
The path of a LAM through the system.
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Although this enabling process does look complicated and involved, in
practice (once it is fought through and coded) it proves to be no problem from
then on. It is simply a question of being aware of the problem and checking
~ the hardware manuals.

7.3 Priorities for LAMs

One thing that CAMAC does not provide inherently in the hardware is the
ability to have LAMs at different priorities. In general, LAMs are either
enabled or not enabled. The only priority that does exist is in the LAM sort-
ing once an interrupt has occurred. This can be either hardware or software,
but if two LAMs occur almost simultaneously, then clearly one 1is chosen for
service first. Once the choice is made, and the service of that LAM is start-
ed, how responsive can we make the system to a new LAM that we deem to be of
higher priority?

The shortest response time possible is the time that it takes to carry out
the minimum service of the previous LAM. This service can be the minimum nec-
essary to clear the LAM in the hardware and queue the further processing of the
LAM by code that can run with interrupts enabled. Thus the initial response
time is determined by the minimum-service time; the full response time is set
by the scheduling of the processing of queued interrupts. This latter can
easily include the priorities needed, depending on the computer type and
operating system used.

In practice, all this involves overhead both in software and hardware;
with the present low price of processors, it is cheaper to design a system with
sufficient spare capacity so that priority problems do not arise. Certainly,
one should look most carefully at any aspect where there is an absolute crisis
time for a response: Can this be removed onto hardware or a small dedicated
processor? In summary, a true priority structure for interrupts is only of use
when the system has a severe real-time crisis, and the corresponding interrupt
routine must be started the moment the hardware interrupt occurs.

7.4 Timing

Timing of interrupt response is very dependent on the architecture of the
computer system used. Some systems leave all the saving of registers, etc.,
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to the software so that there can easily be 20-100 us of overhead before the
first instruction related to the interrupt is executed; PDP-11s come in this
class. Other systems have instructions purposely designed to make this over-
head smaller, but still software is involved. Here the overhead can be reduced
easily to 10 ps.

Finally, the most responsive computer design will have a complete set of
registers for each interrupt level so that the hardware switches to interrupt
processing in approximately a microsecond.

However, this is not the whole story--the winner of a race is not judged
by who leaves the starting line first! In some systems (where, for example,
the processor is simply histogramming data on interrupts) this kind of archi-
tecture is most dimportant, 1In other systems (where each interrupt requires,
on average, rather more processing) this speed of context switch may well be
dwarfed by the different processing speed of another processor or even by a
better operating system. This latter point arises because at some point the
interrupt code needs to communicate with the rest of the system, and the for-
malization of this can easily involve times of 0.2 to 4 ms! But this is get-
ting a little far from CAMAC. The important point to make is that no part of
a system should be Tooked at in isolation. Rather it should be considered in
the context, both of the rest of the system and the requirements on the system.

7.5 Graded LAMs or Station Numbers?

As we have already seen, the facilities exist in the CAMAC system to patch
LAMs to so-called Graded L.LAMs such that the interrupting station number is lost
unless the patch table is referred to. In some special systems, this patching
can greatly speed up processing. Remember, one can also logically "OR" LAMs.
This facility has most use in event-based data-acquisition systems, where the
LAM is a logical LAM that triggers the data-acquisition sequence. In most
other systems, a LAM from a particular station triggers action on that station
and others; therefore, having the hardware present a station number rather than
a Graded LAM is far more appropriate. In this case, if some LAM "OR"ing is
required, it can be simply achieved in software. Thus, although facilities
exist that can grade LAMs, one should think carefully before invoking them.
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8.  THE CAMAC-COMPUTER COUPLER

8.1 Introduction

In this Tast section I want to examine how one should. interface a CAMAC
system to a computer and to ask the question if there are good and bad inter-
faces. Finally we will look at the various DMA modes defined in the "Block
Transfers for CAMAC."

8.2 The Address Space Problem

Few computers provide an I/0 address space of greater than 12 bits or
4096. Is this sufficient for CAMAC? Figure 8.1 shows the address space
requirements, and it will be seen that, without specifying a branch number at
all, at least 20 bits of address space are required. Clearly this does not
fit, and so a solution must be found. The problem arises not because CAMAC is
a device to be interfaced to an I/0 system, but it is itself an I/0 system.

This problem is solved by having one or more registers in the CAMAC cou-
pler that store the extra bits, leaving only a few to be defined by the 1/0
address accessed. In some systems it might be preferable to access CAMAC
completely through registers; it really depends on the I/0 structure of the
computer concerned and on the application for which the coupler is designed,
but more of that later.

8.3 The Data Problem

Although technology is changing rapidly, it is still mostly 16-bit com-
puters by which CAMAC is driven. When CAMAC was first specified, this trend
was not at all clear, and there existed a number of 24-bit machines. However,
the data width of CAMAC is well-tuned to the precision with which one can make
physical measurements. Although most

7/6 5 4 [
modules in fact do not use the upper r‘ c N 417 A | F
8 bits of the data path, for those PARALLEL BRANCH 21BITS

SERIAL HIGHWAY 20 BITS
that do a register can be used in the

computer coupler for the high 8 bits Fig., 8.1.

to overcome the deficiency. CAMAC address space requirements.
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So, let us see what a CAMAC write operation might look like. Figure 8.2
shows such an operation., This assumes a 16-bit computer and also assumes that
one only uses registers and not address space to address CAMAC. Thus, this
coupler will take only 4 I/0 addresses on the computer's I/0 bus. The actual
order of the operations can differ, but in Fig. 8.2 the first I/0 operation
writes the extra address bits to a register in the coupler. The second opera-
tion then writes the 8 most significant data bits, the third operation the
remaining data bits, and last the remainder of the CAMAC address is written.
This last write can trigger the CAMAC cycle on the branch and the resultant Q
and X can be read back from a status register, which is not shown.

Clearly, if 16-bit data is to be written, the writing of the data high
register can be omitted. Also, if the extra address bits do not change between
successive operations, the writing of that register need be done but once.

Where a computer uses a particular part of its memory address space to
access the I/0 system, then the write data low operation can be done not to a
single address, but to one of a range of addresses, the exact address deter-
mining the final CAMAC address bits. Thus, using this technique, the full
CAMAC write operation is reduced to three I/0 transfers. This is the
technique which is often used on PDP-11s and LSI-11s.

COMPUTER
EXTRA AD. BITS EXTRA DATA BITS
¥ X Fig. 8.2.
DATA LOW REMAINING AD. BITS The all-register CAMAC-computer
coupler.
1
v
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8.4 Solutions to the Address Space Problem

As was pointed out above, often one does not need to write the extra CAMAC
address bits, thus saving time and trouble. However, one needs to choose which
of the CAMAC address bits are stored in this register to minimize the need to
rewrite it. This choice of bits is very dependent on the application, but two
main choices do arise.

Once an event occurs in a high-energy physics experiment, the software
needs to do the same read function, RD1, at many different subaddresses of many
different modules in several crates. Figure 8.3 shows the high-energy physi-
cists' view of the CAMAC address, which reflects the fact that when he is most
interested in efficiency the function never varies, the crate number varies but
slowly, the station number faster, and the subaddress fastest of all. Thus,
the designer of a CAMAC coupler destined for high-energy physics use would
choose the bits for the extra address register, starting from the left of
Fig. 8.3. In this way it is quite possible that this register is set up only
once and then quite forgotten.

The other view of the CAMAC address is shown in Fig. 8.4. This view
reflects the fact that most other systems address one module at a time and then
carry out several operations on that one module. Thus, such systems are at an
advantage if the crate and station is defined by a register, and the subaddress
and function are defined either by another register or by the I/0 address
used. At this point the actual order of the subaddress and function is not too
important.

There are some systems that have several of the same kind of CAMAC modules
as a multichannel system. In this case, consider the advantage of the crate
and station being completely defined only by the extra address register. This
need then be set up once, and then common code can access the module pointed to
without having to concern itself about the actual CAMAC slot being addressed!

[ = T T+ [ [ » [ »~7] =

Fig. 8.3. Fig. 8.4.

The high-energy physicists' view of The other views of the CAMAC address.
the CAMAC address.
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8.5 The Interrupt Problem

This problem is not concerned with getting the interrupt to the computer
so much as what to do when an interrupt occurs during a CAMAC operation. You
will recall that the software needs to save registers so that they can be later
restored and the interrupted program resumed without any error. As we have
seen, a CAMAC operation takes more than one I/0 instruction, so what happens if
the interrupt occurs between these instructions and the interrupt code itself
uses the CAMAC interface?

There are a number of solutions

1. Avoid the problem by shutting off interrupts during CAMAC cycles.

2. Use a computer-CAMAC coupler that has all registers as read/write
registers so that the interrupt response code can save and restore
these registers as well.

3. Inhibit just CAMAC interrupts during a CAMAC operation, which can be
done in hardware by the computer-CAMAC coupler.

Before we examine these in more detail, let us review the I/0 operations

of a CAMAC write cycle again.

a. Write extra address bits

b. Write data high

c. Write data low

d. Write remaining address bits

e. Read Q and/or X response.

Any scheme that we choose must take account of the fact that any or all of
steps a, b, and e can be absent in any particular operation. ‘

Solution 1 above avoids the problem entirely but does add overhead to each
CAMAC operation. Also to be considered is that, in some operations, Q or X
will be tested; therefore, the instruction to re-enable interrupts must be
placed after the reading of these responses. ‘

Solution 2 above allows interrupts to occur at any -time during a CAMAC
operation, but it does add overhead to each interrupt because the registers
must be read and restored. In the best circumstances, where ¢ and d are com-
bined into a single I/0 operation and where Q and X are packed with data high,
this means two registers must be saved and restored.

Solution 3 will avoid all software overhead but fails to provide the solu-
tion to three problems. It works by the computer-CAMAC coupler recognizing the
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first and last I/0 operation of a CAMAC sequence. For some computers, it is
possible that an interrupt occurs at a point such that the coupler cannot stop
it going through to the computer in time. 1In this case, the interrupt routine
needs to test for this condition, and to return directly if it occurs. The
next problem is to determine what is the last operation. Once again the stand-
ardized function codes help, but will the software test for Q7 If it does,
then the CAMAC operation is not over until this is done, but if Q is not test-
ed, then the operation is complete. To overcome this, the interrupt routine
must save and restore the Q and X responses.

However, the hardware solution does not overcome the problem in a multi-
tasking system where the processor is switched between different tasks as a
result of a non-CAMAC interrupt, from the clock for example. In this case, if
a commercial operating system is used, then there is no solution except to
either add a CAMAC driver to the system or modify the system such that CAMAC
coupler registers are saved and restored along with the other registers so
treated by the operating system. Neither solution is a trivial task.

One way to avoid these problems would be to provide several sets of regis-
ters in the CAMAC coupler and to allocate each set to a single task. As far as
I know this has not ever been done.

8.6 Block Transfers

Block transfers are hardware-generated transfers involving more than one
CAMAC cycle. They are designed to transfer medium to large amounts of data
between the CAMAC system and the computer memory, and to do it considerably
faster than can be done by software alone. A large number of different block
transfers are defined; they have many uses, but typically only one or two types
of block transfer might be used in a single system.

Three orthogonal considerations describe a block transfer mode. These are

1. CAMAC Address Sequencing. One can either transfer from or to a single
CAMAC address, from a given array of addresses, or scan consecutive
CAMAC addresses.

2. Synchronizing Source. The synchronizing source determines when the
next operation will take place. The possibilities are controller syn-
chronized (that is, as fast as one can go), Q response synchronized,
LAM synchronized, and pseudo-LAM synchronized (that is, synchronized
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by a signal connected directly between the module and the block trans-
fer controller). _

3. Operation Termination. The block transfer can be terminated by a
channel word count, a final address reached, Q=0 response (with this
data either being valid or invalid), on a LAM signal, or on a pseudo
LAM signal.

A11 possible combinations add up to rather a large number of different

modes, but happily they boil down to but a few common block transfer modes.

Table 8.1 lists all these possibilities and the single letters that repre-

sent them. As an example, a mode that transfers data between the computer
memory ‘and a single CAMAC address, at full speed and for a number of words set
by a word count, would be UCC mode. In what follows I propose to cover some of
these modes but by no means all combinations; I count 96 combinations!

8.6.1 Stop Mode (UCS and UCW). This is a uni-address block transfer,
controller synchronized and terminated with a Q response. In this mode, the
CAMAC module must generate a Q=1 for each valid transfer and a Q=0 for any fur-
ther operations after the end-of-block condition has been encountered. Thus,
transfers continue at full controller speed until a Q=0 response is received.
If this last transfer contains valid data, the mode is UCW mode otherwise the
mode is UCS mode. The block transfer controller will then have recorded the
number of data words transferred and will usually have been set with a maximum

count to protect the memory of the computer.

8.6.2 Address Scan Mode (ACA). The object of this mode is to access suc-
cessive subaddresses through a system, reading out each one in turn. This mode

typically is used in a high-energy physics or in other event-based experiments.
The algorithm followed is to perform the operation at the start address and,
if a Q=1 is received, increment the subaddress for the next operation. If Q=0
is received, then the subaddress is set to zero and the station number is
increased. Q=0 indicates that there is no data at that subaddress, either
because the register does not exist or because it has no valid data. Clearly,
if A(15) is read, it is assumed to be the last subaddress; the subaddress is
then set back to zero and the station number incremented.

A restriction of this mode is that the data must be ready to be read out
because the Q response is already used to control the address incrementation.
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Table 8.1

BLOCK TRANSFER MODE DESCRIPTOR

First Letter CAMAC Address Sequencing
U Uniaddress
M Multiaddress (calculated or given array)
A Address scan
E Extended address scan
Second Letter Synchronizing Source
C Controller
Q Q-response
L LAM signal
D Pseudo LAM (direct module-controller connection)
Third Letter Operation Termination
C Channel word count
A Terminal address reached
S Q=0 on last valid transfer +]
W Q=0 on last valid transfer
L LAM signal
D

Pseudo LAM sigral (direction module-controller
connection) '

It is also quite possible to have an X=0 response because of a missing module,
and a module with an error of some kind can also disturb the operation of this
block transfer. Thus, systems that use the address-scan mode need to be
designed with care and, indeed, should have known data words read out at cer-
tain points as a check.

The scan is terminated when the final address is reached. Some hardware
has the ability to reset the station number to 1 and to increment the crate
number when a predetermined station is reached.
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8.6.3 Repeat Mode (UQC). This is a uniaddress block transfer, Q-response

synchronized, controller terminated. This mode can be used when the module
cannot accept or give data at the full CAMAC rate. The controller continually
reads or writes data from or to the module, and the module returns Q=1 for suc-
cessful transfers and Q=0 for all others. The controller will continually tie
up the CAMAC system until the block transfer is complete. Thus, it is not
recommended for slow CAMAC modules unless system considerations say that the
CAMAC system has no other task at this time. Care must be taken because module
design provides some difficulties in dealing with the CAMAC cycle that occurs
just as the data becomes ready.

8.6.4 Classic DMA (UCC). This mode is at a single CAMAC address at full
controller speed for a predetermined number of transfers. As such, it repre-
sents a classic DMA I1/0 operation to read or write a block of data.

8.6.5 LAM Synchronized Stop Mode (ULS and ULW). 1In this mode, the LAM
from the addressed module synchronizes each transfer from or to the module,
and the module signals the end of the block transfer with a Q=0 response. As
before, ULS mode signals Q=0 on the first invalid transfer, ULW on the Tlast
valid transfer. Thus, for ULS mode, the module needs to generate an "end of
block" LAM and then return the Q=0 when the controller responds with a CAMAC
transfer. As before, reaching a predetermined number of transfers also will
terminate the block transfer.

This is a good mode to use when reading or writing to a slow device, such
as a terminal; the CAMAC system is only taken by valid transfers because of the
use of the LAM from the module to signal either "data ready" or "ready for
data."

8.6.6 Direct Synchronized Stop Mode (UDS and UDW). These modes are
exactly similar to the preceding modes except that a direct synchronization
signal is wired between the module and the DMA controller. One difference is

that by avoiding the LAM handling mechanism, these two modes can, in some sys-
tems, be somewhat faster.

8.6.7 Multidevice Action Mode (MCA). This mode allows block transfers to
a random array of CAMAC registers. This array might be set up as an array of

127



addresses for the controller or as a regular pattern defined so that the con-
troller can calculate the next address. One advantage of this mode is that no
special module features are required.

8.7 Requirements on Module Design

Clearly, for some of the above modes to work, the Q response has to be
defined and engineered correctly. In particular, for many transfer modes Q=1
means data accepted or data valid. In other modes, Q=0 can mean data valid but
it is the last valid transfer.

As regards the LAM handling in a module, it is convenient for DMA opera-
tions if the LAM, or particular internal LAMs, can be made available to the DMA
controller directly. One scheme is to be able to connect the relevant LAMs to
the bussed patch Tines P4 and P5. If the DMA controller is then sitting in the
same crate, it can take the synchronization signals directly from these lines.
Another solution 1is to bring these signals to a front panel connector from
where it can be connected directly to the DMA controller.

As can be seen when designing modules, thought has to be given to their
suitability for use with a DMA controller. A further point to make is that DMA
synchronization is a weak point in the CAMAC specifications, particularly at
the highway and branch levels. A lot can be done, but this area would benefit
from more standardization.

9.  CONCLUSION

Although it is now 15 years since the design of CAMAC was started, CAMAC
is still in the growth side of its 1ife cycle. The reasons for this are mainly
the large investment that has been made in CAMAC designs and systems by manu-
facturers and users. Thus it has continued to adapt to changes in both tech-
nology and demand. These facts have given new users confidence, both that it
is a working standard and that it is a lasting one. This last point is most
important because it provides confidence that one will be able to extend the
system over the years ahead.
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